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Preface

The Seventh International Congress on Information and Communication Technology
will be held during 21-24 February 2022 in a hybrid mode and organised by
Global Knowledge Research Foundation. The associated partners were Springer
and Inter YIT IFIP, Activate Learning, City of Oxford College, UK. The conference
will provide a useful and wide platform both for display of the latest research and
for exchange of research results and thoughts. The participants of the conference
will be from almost every part of the world, with backgrounds of either academia
or industry, allowing a real multinational multicultural exchange of experiences and
ideas.

A great pool of more than 1100 papers were received for this conference from
across 95 countries among which around 300 papers were accepted and will be
presented through digital platforms during the two days. Due to the overwhelming
response, we had to drop many papers in the hierarchy of the quality. Total 42
technical sessions will be organised in parallel in 4 days along with a few keynotes and
panel discussions in hybrid mode. The conference will be involved in deep discussion
and issues which will be intended to solve at global levels. New technologies will be
proposed, experiences will be shared, and future solutions for design infrastructure
for ICT will also be discussed. The final papers will be published in four volumes of
proceedings by Springer LNNS Series.

Over the years, this congress has been organised and conceptualised with collec-
tive efforts of a large number of individuals. I would like to thank each of the
committee members and the reviewers for their excellent work in reviewing the
papers. Grateful acknowledgements are extended to the team of Global Knowledge
Research Foundation for their valuable efforts and support.

I'look forward to welcoming you to the 7th Edition of this ICICT Congress 2022.

Amit Joshi, Ph.D.

Organising Secretary, ICICT 2022
Director—Global Knowledge Research Foundation
Ahmedabad, India
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Visualizing Student Engagement m
and Performance in Online Course: oo
A Step to Smart Learning Environment

Iman Al-Kindi® and Zuhoor Al-Khanjari

Abstract Students’ Engagement and Performance (EP) of online courses are
analyzed and visualized in order to assist instructors in improving student’s perfor-
mance at an early stage before the end of the academic semester. A fully online
course for undergraduate students in the Department of Information Studies, College
of Education, Sultan Qaboos University (SQU), was conducted. The total number of
students in the course was 38. Students studied each course module and the instructor
evaluated them based on a set of assessments. This paper explores the existence of
possible relationships between student’s engagement and performance. In this paper,
the authors only considered the results of the Mid Term Exam part. They extracted
the necessary data for analysis purposes for the above-mentioned factors from the log
file of the course. The results revealed promising relationships between the student’s
engagement and performance. This indicates the importance of conducting this kind
of case study as a step forward to achieve a smart learning environment.

Keywords Smart learning environment + Student’s engagement + Student’s
performance + Moodle - Log file - Online courses

1 Introduction

Smart Learning Environment (SLE) needs to be enriched in order to advance the
educational environment with regards to computers, networks, content, student,
instructors, etc. [1]. A smart learning environment may contain features for struggling
students (instructors identify and support problematic students), motivation, and effi-
ciency in order to increase engagement, effectiveness, and efficiency (instructors take
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the time and make efforts to gain attention, provide feedback to improve student confi-
dence and satisfaction) [2]. On a wide sustainable scale, the smartness of learning
environments was defined by their engagement, efficacy, and efficiency. Increased
technological innovation has led to various changes in student behavior as well as
the modeling of instructional approaches [3]. The learning environment needs to be
efficient and provides more productive learning management as a way to enhance
smart learning [4]. There is no question that students are important participants in
all learning processes.

The National Student’s Engagement Survey describes five clusters of student’s
engagement activities, including the level of academic difficulty, a supportive campus
atmosphere, enriching educational interactions, the interaction between students
and instructors, and active and collaborative learning [5]. SLE should log every
single detail of the behavior of students. It also offers an exceptional opportunity for
different stakeholders, such as higher educational institutions, students, instructors,
and researchers, to access valuable knowledge by evaluating these behaviors [6].
Furthermore, knowing the basic criteria of students with various personality char-
acteristics will help instructors identify acceptable teaching methods when teaching
online courses [7]. The performance of students has been an area of concern for
higher education institutions. The study of factors related to the performance of
university students has become a subject of increasing interest in the higher education
community [8].

The present study thus set out to examine to explore the possible relationship
between student’s engagement and performance by taking one component from the
online course, which is “Mid Term Exam” and analyzing the data of the log file of
this component to check this relationship. The paper is organized as follows: Sect. 2
briefly provides a literature review of the importance of student’s engagement and
performance. Section 3 presents the method by the authors to prove the concept of
this study. Section 4 presents the results and discussion. Finally, Sect. 5 concludes
the paper.

2 Literature Review

Most of the existing literature pay special attention to the student’s attributes:
student’s engagement and student’s performance. Some of the studies discuss one
attribute and others examined two attributes. This is shown in Table 1.
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Table 1 Literature review studies

Author/year

Purpose of study/focus on

[9172021

The authors analyzed the trends of behavioral engagement of 306 undergraduate
students taking a degree course partly taught at university online. The authors
discovered that students’ degrees of involvement had a statistically significant
impact on their learning outcomes

[10]/2020

The authors examined the connection between the level of engagement of students
in technology-enhanced learning (TEL) and student’s performance. The analysis
indicated that high-performance learners found it easier to focus than average and
low performers when interacting with learning technology

[111/2019

Understanding how to promote interactive knowledge creation processes is
important for the evolution of online learning environments and build learning
environments that foster positive participation and interactions between students.
The authors looked at the various methods of awareness development in preservice
teacher education by looking at students’ cognitive engagement and performance
in online discussion groups. Multiple regression analysis revealed that different
levels of cognitive presence were associated with student performance

[12]/2018

Based on the context, the authors examined how student’s behavioral engagement
has evolved and illustrated the need for a finer scale of engagement. They
observed that behavioral engagement and student’s interaction with peers were not
a standardized correlation, but there was an interaction between students and the
instructor and thus was indicative of increased engagement

[13]/2018

Based on Moore’s interaction theory, the authors investigated student perceptions
of various engagement techniques employed in online courses. Their study looked
at how students understand engagement strategies based on their age, ethnicity,
and years of the online learning experience. The findings showed implications for
teachers who are interested in the study

[14]/2017

The authors examined E-Learning connection indicators and created a model to
clean and delve into the educational specifics in order to construct the student’s
profile. The E-Learning framework will be able to fully meet and lead the learning
behavior of students, provide a personalized learning environment, and promote
E-Learning optimization thanks to the user profile analysis

3 Method

3.1 Context and Sample

One of the LMS platforms that are used in the learning and teaching process by
integrated courses along with face-to-face teaching is the Modular Object-Oriented
Developmental Learning Environment (Moodle). SQU uses Moodle LMS in teaching
besides traditional learning. In other words, SQU is using blended learning [15]. A
fully online course, “Search Strategies on the Internet” was used as a case study in
this paper, which was given in fall 2019. The total number of students enrolled in
it was 38. The course aims to provide university students with specialized skills in
how to search for various information sources, including websites, search engines,
objective evidence, library indexes, and databases, and to be familiar with the various
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digital information sources available electronically. The course was taught in the
Arabic language consisted of different modules distributed over 15 weeks for one
academic semester, between recorded electronic lectures, in addition to some live
lessons, exams (Mid Term and Final Exam), visual video presentations, assignments,
as well as weekly discussions through the forums accompanying each of the course
topics. Al-Kindi et al. [16] propose a new model, which is supposed to help in
tracking the student’s activities in one of the selected courses. The proposed test
model goes through a specific process starting from student’s engagement, then
student’s behavior, followed by the student’s personality and ending with checking
the student’s performance. At last, the outcomes obtained from the predictive model
of the EBP should boost and enhance the performance of students in the online course
[17].

3.2 Data Analysis

To determine the hypothetical relationship between student’s engagement and perfor-
mance, an analysis of course log file extracted from Moodle has been used. The
authors then analyzed the data based on the below measurements:

e Performance: Mid Exam component (20 marks).
e Engagement: The total number of activities undertaken by each student for Mid
Exam component only.

4 Interpreting the Results

4.1 Preparing Performance and Engagement Factors
Extracting Performance Value

The performance factor is calculated based on the mark of the Mid Exam. The full
mark is 20. So, the student ID of the student and his/ her mark of Mid Exam are
preserved. The other details are removed. The value is transformed to range 100 by
multiplying the value by 5 (20 * 5 = 100). The data is shown in Table 2. It is clear
that the performance values of students are in the same close range.

The percentiles method was used to divide the numerical data into groups in this
study. A percentile is a statistic that provides the relative location of a numerical data
point in distribution as opposed to all other data points [18]. It works by splitting
the data into uneven intervals, each of which corresponds to a distinct category. By
splitting the time, students’ marks are divided into three categories (High, Average
and Low), as follow [19]:

e Low: 0.00-35
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Table 2 Values of student’s Student ID | Performance 20 | Transformed performance 100

performance factor (*the data

available on request) 1000 16.5 82.5
1001 15.25 76.3
1002 17 85.0
1003 18 90.0
1004 13.5 67.5
1005 15.75 78.8
1006 14.75 73.8
1007 17.25 86.3
1008 16 80.0
1009 16.25 81.3
1010 13 65.0

Table 3, Categories of Student ID Performance Category performance

student’s performance factor

(*the data available on 1000 82.5 High

request) 1001 76.3 High
1002 85.0 High
1003 90.0 High
1004 67.5 Average
1005 78.8 High
1006 73.8 Average
1007 86.3 High
1008 80.0 High
1009 81.3 High
1010 65.0 Average

e Average: 35.1-75
e High: 75.1-100.0

The marks of students using categories are shown in Table 3.

4.2 Extracting Engagement Value

The number of actions in the log file of Mid Exam, which are conducted by him/her,
represents the engagement of a student. This means, in the file “Mid Exam,” the
actions for each student in the column “Event name” was counted. These values
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are converted to be in the range of 100 by multiplying the value by 1.6667 as the
maximum value is 60. Table 4 illustrates the engagement for each student and the
transformed value.

Same to performance factor, these values are represented by three categories
(High, Average, Low) by dividing the period as follow:

e Low: 0.00-35
e Average: 35.1-75
e High: 75.1-100.0.

Table 5 shows the Engagement factor with transformed values and categories.

;[‘r?;;e‘:ne\rlftﬂ?ai(?rf (Si?}?:ggtsa Student ID Engagement Transformed engagement
available on request) 1000 19 317
1001 28 46.7
1002 19 31.7
1003 27 45.0
1004 34 56.7
1005 26 43.3
1006 27 45.0
1007 18 30.0
1008 22 36.7
1009 30 50.0
1010 29 48.3
Table 5, Categories of Student ID Transformed engagement Category
student’s engagement factor
(*the data available on 1000 31.7 Low
request) 1001 46.7 Average
1002 31.7 Low
1003 45.0 Average
1004 56.7 Average
1005 43.3 Average
1006 45.0 Average
1007 30.0 Low
1008 36.7 Average
1009 50.0 Average
1010 48.3 Average
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4.3 The Relationship Between Student’s Engagement
and Student’s Performance

The details of two factors categories for the 38 students are illustrate in Table 6.

The entire distribution of data regarding student engagement and performance is
depicted in Fig. 1. Some of the students’ performance is impacted by their engage-
ment, as evidenced by following up the specifics of students and observation of
Fig. 1, as, mostly when the factor of engagement is “High” and “Average” the factor
of performance can be “High.” On the other hand, when the engagement factor is
“Low” the performance will be “Low” as with “student ID: 1026.”

4.4 Extracted Rules

Based on Table 6, the summary of relationships between the two factors as follows
in Table 7, where the shortcut represents:

HE: High Engagement
HP: High Performance
AE: Average Engagement
AP: Average Performance
LE: Low Engagement
LP: Low Performance.

And the numbers represent the number of cases among the students.

Based on Table 7, the summary of relationships between the factors is converted
into a group of condition rules (If-then) [19]. These rules are true for most cases in
the dataset, but it does not reflect the relationship between all factors. The rules are:

If (Engagement = High)
Then Performance = High

If (Engagement = High)
Then Performance = Average
If (Engagement = Average)
Then Performance = High

If (Engagement = Average)
Then Performance = Average
If (Engagement = Low)

Then Performance = High

If (Engagement = Low)

Then Performance = Low.



Table 6 The details of the
engagement factor and
performance factor with
categories

I. Al-Kindi and Z. Al-Khanjari

Student ID Engagement Performance
1000 Low High
1001 Average High
1002 Low High
1003 Average High
1004 Average Average
1005 Average High
1006 Average Average
1007 Low High
1008 Average High
1009 Average High
1010 Average Average
1011 Average High
1012 Average Average
1013 Low High
1014 Average High
1015 Average Average
1016 Average High
1017 Low High
1018 High Average
1019 Average High
1020 Average High
1021 Average High
1022 Average Average
1023 High High
1024 Low High
1025 Average High
1026 Low Low
1027 Average High
1028 Average High
1029 High High
1030 Average Average
1031 Average High
1032 Average High
1033 High Average
1034 Average Average
1035 Low High
1036 Average Average
1037 Average Average
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The Relationship between Student Engag t and Student Performance
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Fig. 1 Relationship between student’s engagement and student’s performance

Table 7 Summary of

E t and perfi LE AE HE
relationships between ngageiient and perormance

student’s engagement and Lp 1 0
student’s performance AP 0 10
HP 7 16

5 Conclusion

The results of analyzing the data of this course for the Mid Term exam component
only prove that there is a relationship between engagement and performance of
the student. The analysis shows that when the factor of engagement is “High” and
“Average” among the dataset, which is 38 students, the category of performance
appears to be “High.” On the other hand, in ten cases, the categories of engagement
and performance were matching “Average.” One of the drawbacks of this study is
that, limiting the experimenting on one course as a case study due to time constraints.

In the future, the authors will extend the analysis to investigate again the possible
relationship between the two factors to consist of more components of the course not
only one. Also, doing more experimentation on more courses. In addition, developing
a support tool for instructors to assist them in predicting student’s performance during
the early phases of the academic semester.

More in more, the enhancement of educational teaching strategies is required in
terms of giving more attention to student’s engagement such as but not limited to the
activities students engaged in the courses and the interaction with the instructor to
foster student’s performance during fully online courses. The authors recommend,
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future researchers focus on analyzing the log file of student’s courses to better under-
stand their engagement and performance in online courses. This will lead to making
their learning environment more efficient and sustainable.
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IoT Automated Pill Dispenser for Elderly | m)
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Saidatunnajwa Abdul Aziz, Aznida Abu Bakar Sajak ®, Ruwaida Ramly,
and Mohd Hanif Zulfakar

Abstract This project is fabricated to ease medication consumption, especially for
the elderly that always forget the proper time to consume their prescribed medicine.
Thousands of cases have been recorded throughout the decade of wrong consumption
of medicine. This may lead to serious issue as improper medicine dose is ineffec-
tive for the sickness that they suffer. This paper aims to develop an automated pill
dispenser that triggers the alarm to the elderly, records the medication drop data using
ThingSpeak, and notifies the caretaker through the Blynk application. This paper uses
Arduino ATmega 2560 as the microcontroller for the device. It will be connected
to a Wi-Fi module to transmit the data for the ThingSpeak platform and notifies
the caretaker through the Blynk application. The paper will surely help eliminate
the underdose and overdose issue, especially among the elderly and ease guardian’s
worries about their absentness at the moment of medicine consumption. It is hoped
that this paper can be used to replace hand-held pillbox device that is a hassle toward
the elderly.

Keywords Smart health care - Internet of Things + Arduino - Pill dispenser - Easy
medication + Wi-Fi

1 Introduction

Chronic disease among the elderly is a common issue these days. Most elderly suffer
from at least one chronic condition that requires lifelong medical supplies. This
may lead them to consumed medication each day accordingly to prescription by the
doctors. As they are growing older, the elderly might also suffer from Alzheimer’s,
also known as a disease that slowly erases the memories of the elderly. They end
up needing help from caretaker and guardian. This paper aims to help specifically
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the elderly to eat their pills on time despite the absence of a caretaker. The caretaker
can refill the prescribed medications weekly, and after six hours, the pill will auto-
matically dispense. An alert and frequency data could be monitored through Blynk
and ThingSpeak, respectively, as in [1, 4, 5, 8, 12, 13] via Wi-Fi as the transmis-
sion medium. A study stated that 40% up to 75% of elderly fails to consume their
medication properly despite the provided clear prescription details [9]. Some elderly
forget that they have taken their pills, thus consuming them repeatedly, resulting in
overdoses cases. Both underdose and overdose cases are dangerous, as both may lead
to severe consequences for the elderly. The elderly should adhere to the prescription
schedule, and constant help from the caretaker is needed if the elderly cannot take
medicine regularly.

Several existed papers have pursued the same aims as the proposed papers, whichis
to develop adevice that automatically dispenses medications for the elderly. However,
all these papers do not state their refillable basis, and most of them do not analyze the
data taken from the frequency of medication. This is the contribution of this paper.
The data stored in the cloud via ThingSpeak can be used for the patient’s medication
history or any medical needs in the future. The current technology [1, 4, 5, 8, 12, 13]
does not implement the Internet of Things (IoT) in their device as the device could
not be managed through any mobile applications. These IoT features are beneficial
in terms of their ability to control the device through applications. This paper will be
useful in eliminating any chances of overdose and underdose medication specifically
toward the elderly and helps the caretaker ensure that the elderly consumed their
medicines on time.

2 Research Methodology

The interactive waterfall model [11] is the methodology that will be used throughout
this paper. Its adaptable and simple features are essential in making sure the project
in this paper working well accordingly to its timeline. The main factor of choosing
this model is its ability to change according to the current situation in each phase,
such as redesigning any changes if required. Figure 1 shows the stages of the model
and an explanation of each phase. Each phase shows a specific different process that
is reviewable.

2.1 Feasibility Study

A feasibility study is the first phase in fabricating this paper. This phase aims to
evaluate the importance of this device, especially toward the elderly and the elderly’s
guardian. Once the topic is discerned, the paper’s proposal is written, which features
the objectives and the paper’s scope. This phase started by recognizing the increasing
trend of the elderly’s mismanage of medicine consumption and highlighting ways to
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Fig. 1 Iterative waterfall
model ._l

=3

ease the guardian job in making sure the elderly consumed their medicine on time
despite the guardian’s absentness.

2.2 Requirement Analysis

The requirement analysis of software and hardware needed is listed to develop the
proposed paper through this phase. The information on the proposed paper was
gathered through research and literature review of the existing paper that features
similar objectives with the proposed paper. Both possible hardware and software
components required by the proposed paper were decided through this phase too.
The block diagram is shown in Fig. 2.

Fig. 2 Block diagram . prr— pap
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2.3 System Design

The system design phase is a phase that the developers illustrate the concept of
the proposed paper using the information gathered from the previous phase. This
paper is proposed to ensure proper medication consumption for the elderly who have
difficulties remembering their medication schedule. The Arduino [10] will attach with
the other hardware that offers different functions. Once the buzzer ring, a notification
will be sent to the Blynk as the alert system for the caretaker. The medication drop
data will then be recorded for further data analysis by the doctors using ThingSpeak.
The flowchart of the project is shown in Fig. 3.

2.4 Implementation Phase

In this phase, the developers need to start implementing each separate component
into one device. Then, the developers can start building the device by following the
design created in the previous phase. The developers will fabricate the device and
compile the coding needed for the software and controller.

2.5 [Testing Phase

This phase is crucial in making sure that no unexpected error occurs in future. Any
error and problem should be solved, and the detail can be recorded for future use.
As for the hardware testing, each component is tested individually, and once the
device is put together, it will be tested again. The software used by the developer
will go under certain testing to ensure the operability of the device. In software
testing, the developer needs to make sure that the software can perform according
to the requirements stated and compile the coding without showing any error. Both
the device and software connectivity will be checked too. The final testing is equally
important as it is to assure excellent connectivity of the device and software. Section 4
discusses more on this phase.

2.6 Maintenance Phase

During the maintenance phase, the troubleshooting will be done to the paper if
any error occurs while running the program. This troubleshooting will not be done
regularly and only run when needed. After the troubleshooting is done, the developer
can proceed to the next phase, the documentation phase.
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Fig. 3 Flowchart

2.7 Documentation Phase

Documentation is the last phase for the iterative waterfall model methodology
method. All the previous phases are documented in a paper report so that the evalu-

ation could be done for the whole progress of this paper. This paper is the outcome
of this process.
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3 Hardware and Software

3.1 Hardware Development

Two parts of hardware are featured in this paper. The first part is the pill dispenser
that rotates every six hours using a stepper motor, and the second part is the load cell
that detects the weight changes and triggers the buzzer once the pill drops into the
container (Table 1).

Pill Dispenser This dispenser is made with the design of 15 compartments. One
compartment is spared as the pill drop segment, and it is hollowed out. The other
14 segmentation is used to store the pills. The container is not connected, and the
elderly could pick up the container to consume their medications (Fig. 4).

This dispenser is rotated using a stepper motor. The stepper motor will rotate to
each compartment at 24° per angle. The time interval for the stepper motor to rotate
is set in the coding. The caretaker will refill the medication into each compartment
weekly (Fig. 5).

Stepper Motor The stepper motor is used in this paper as this motor rotates at a
specified angle. The angle is set to 24° for each compartment with 14.29 steps for
each revolution. In this paper, the stepper motor used X113647 as its driver module.
It is connected to Arduino Mega through pin as below.

Table 1 List of hardware and Ttem Unit
software
Hardware Pill dispenser 1
Stepper motor 1
Buzzer 1
Load cell 1
LCD 1
Software Arduino IDE -
Blynk -
ThingSpeak -
Fig. 4 Pill case design y = ’FTI_ /‘\“‘"““——-—--fm

to store pill

A=

N
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Fig. 5 Real-life pill
dispenser

Piezo Buzzer In this paper, the piezo buzzer is used to trigger the alarm to the elderly
as an alert for the medication time. Piezo buzzer can generate up to 1150 dB. It is
connected to pin 10 in the Arduino microcontroller.

Load Cell A load cell [6] is a device that converts weight sensor quantity into
electrical output. This device [7] is used to weigh objects, and it is made to amplify
the signals from the load cell then reports to the microcontroller. The weight sensor
is first connected to its HX711 module according to the specified pin (Fig. 6).

Liquid Crystal Display (LCD) The liquid crystal display displays the greeting as
the power is connected and when the pill drops (Figs. 7 and 8).

Fig. 6 Load cell
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Fig.7 LCD for greetings

HELLDO THEEE'

Fig. 8 LCD when pill drop

Time for Pill!

Table 2 Pin description VDD +5V Pin
VSS GND
RS, EN, VO Pin 12, 11, potentiometer
D4, D5, D6, D7 Pin 16, 17, 18, 19

The LCD is connected to Arduino Mega for connectivity. The potentiometer is
used to control the brightness of the display. The pins are assigned as followed,
respectively (Table 2).

Complete Prototype The complete prototype of the automated pill dispenser for
the elderly will be displayed in this section. The first part is the dispenser rotated
every six hours using a stepper motor, and the second part is the load cell that detects
the weight changes and triggers the buzzer once the pill drops into the container
(Figs. 9 and 10).

All hardware components are configured through Arduino using C++ language.
Once the pill drops into the container, the 1 kg load cell will detect weight changes
and send the information to the buzzer to trigger the alarm for the elderly. If the pill
remains to be in the container, the buzzer will keep on ringing. The notification will
also be sent into the caretaker’s Blynk application repeatedly if the elderly still did not
pick up the container from the holder. At the same time, the medical drop data will be
stored in the ThingSpeak to allow further analysis by the doctors. Once the container
is picked up from the holder, the buzzer will stop ringing, and the notification will
stop looping. The elderly need to put the container back into the holder for the next
medication time.
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3.2 Software Development

This section will explain the complete programming code of automated pill dispenser
for elder for each hardware and software featured.

Stepper Motor Programming Code This code is used to rotate the dispenser every
six hours-time intervals for medication drop. In this code, the six hours-time intervals
and the stepper motor angle movement are set.

LCD Programming Code This code is used to display the greeting and time for
pill alert on LCD.

Load Cell Programming Code This code is used to calibrate load cell according
to their range of weight detection. Once the load cell finishes calibrating, set up the
code for the load cell to detect the pill’s increasing weight (Fig. 11).
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if (i > 1.00)
i
sensorValue = analogRead(AO);

Serial.println

String gecL Y API . field = tring(sensorValue);
sendCommand ("AT+C

sendCommand ("AT + HOST + - + PORT, 15, POK"

sendCommand (" length() + 4), 4, )

espB266.princln (g¢
countTrueCommand+
sendCommand ("AT

Fig. 11 Load cell setup code

Fig. 12 Buzzer alert coding

is dispensed!");

Buzzer Alert Programming Code This code is included in the load cell coding to
trigger only when the load cell detects increasing weight (Fig. 12).

ThingSpeak Programming Code First, we need to create the ThingSpeak account
and copy the API key. Then, paste the API key in the ThingSpeak coding in Arduino
IDE to ensure the working connection with the hardware. Then, set up the configuring
code for the connection to store the medication drop data in ThingSpeak (Fig. 13).

Blynk Programming Code First, copy the authentication token sent to the devel-
oper email from the Blynk app. Then, paste the authentication token into the configu-
ration code in Arduino IDE. Then, set up the code for Blynk configuration in Arduino
IDE. Include Blynk command into load cell setup code to ensure that it only notifies
the caretaker when the pill drops into the container. Next, loop the notification on
the Blynk app by including the Blynk.run into the loop() coding. Then, include the
code to start the Blynk app notification (Fig. 14).

Fig' 13 Conﬁguring code void sendCommand(Strin d, int maxTime, char readReplay([]) {
for ThingSpeak

rint (command) ;
rinc (™ "):
le (countTimeCommand < (maxTime * 1))

esp82&6.println (command) ; //at+cipaend
if (esp8266.find(readReplay)) //ock
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Fig. 15 Blynk is connected, Personal Hotspot : 1 connections, Used 13.24K
and the notification pop up
indicates the medication time

Blynk Notification for the Caretaker This notification will pop up on the care-
taker’s smartphone when the pill drops into the dispenser to monitor the medication
time even when they are away from the elderly (Fig. 15).

4 User Testing and Discussion

4.1 User Testing

Dispenser rotates then pill(s) are dispensed The dispenser will remain idle until
the six hours-time interval approach, and then, it will rotate to 24° for the pills to
drop into the hollowed compartment (Figs. 16 and 17).

Buzzer triggers alarm to alert the elderly Besides that the buzzer will trigger the
alarm continues to alert the elderly (Fig. 18).
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Fig. 16 Dispenser in idle
position

Fig. 17 Dispenser rotated
and pill drops

Fig. 18 Buzzer triggers
alarm for elderly

LCD light up as an alert Then, the LCD will light up as the alert simultaneously
(Fig. 19).

Fig. 19 LCD light up with —~ -
the alert ; A Me FDF Pl 1 1 I
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Fig. 20 Blynk notification

Pill is dispensed!

Blynk Notification Blynk application [3] will notify the caretaker of the medication
dispensed. The alerts and notification would be in the loop if the elderly did not take
the medication container out of its holder (Fig. 20).

Alert and notification stop Once the pill container is taken out, all of the alerts
will stop, and it is ready for the next medication time. The elderly must put back the
container at its holder (Fig. 21).

ThingSpeak bar graph for analysis ThingSpeak bar graph is used to ease the
further analysis step done by the doctors or caretaker if they need to monitor the
medication time of the elderly (Fig. 22).

Data stored in ThingSpeak This show some of the data stored in ThingSpeak before
it is shown in the bar graph. The excel data prove that the automated pill dispenser
does drop the medication within the six hours-time intervals (Fig. 23).

Fig. 21 Pill container is put
back in

Fig. 22 Bar graph shows the Automated Pill Dispenser for Elderly

frequency of medication 500 I
° 4 May 6. May 8. May
Date

drop for the automated pill

dispenser

PFill Frequency
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E;]gi;égpifel data from created_at entry_id frequency
2021-05-04 07:01:53 UTC 59 442
2021-05-04 13:02:56 UTC 60 456
2021-05-04 19:02:52 UTC 61 455
2021-05-05 01:02:42 UTC 62 463
2021-05-06 07:20:02 UTC 63 254
2021-05-06 13:20:10 UTC 64 266
2021-05-06 19:20:04 UTC 65 264
2021-05-07 01:20:07 UTC 66 263

4.2 Discussion

After finishing the user testing of the paper, some discussions were resolved. One
of the discussions is that each pill is varied in sizes and weight, so the compartment
size should not be too small in case the elderly consumes bigger capsule compared
to the tested pills.

Next, the minimum weight that could trigger the system is 1.00 mg, so anything
with a lesser weight than the minimum weight might not trigger the system. But,
research done by Barret [2] stated that the elderly taken four pills on average for a
daily prescription, so this issue is not a problem as these pills already exceed the
minimum weight set for the weight sensor.

5 Conclusion and Recommendation

5.1 Conclusion

In conclusion, this device is very beneficial in eliminating the risk of overdose and
underdose, especially among the elderly. The caretakers can ease their worries in
case they need to stay away from the elderly and cannot monitor the medication
schedule of the elderly. The alerts on the hardware and also notification that run
simultaneously helps in the monitoring process and medication intake. The doctors
or health researchers could analyze the data taken if there are any issue of prescribed
medications to the elderly.

5.2 Recommendation

As for the future developers, they could consider fabricating a portable design of
the device as it helps in making its’ feature more reliable. Next, temperature and
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humidity sensors are advisable to be included in future recommendations as they can
ensure the level of quality of the medication. These sensors are very beneficial in
maintaining the medication’s quality as the pills are taken out from their case earlier
than consumption time. Finally, next developers can include camera features as a
precaution to make sure that the elderly are taken their medication on time. This will
eliminate the issue of the elderly might throw their medication away.
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Android Malware Classification )
Addressing Repackaged Entities oo
by the Evaluation of Static Features

and Multiple Machine Learning

Algorithms

Md Rashedul Hasan

Abstract Expanded usage and prevalence of android apps allows developers of
malware to create new ways in various applications to unleash malware in various
packaged types. This malware causes various leakage of information and a loss of
revenue. In addition, the discovered software is repeatedly launched by unethical
developers after classifying the program as malware. Unluckily, the program still
remains undetected even after being repackaged. In this research, the topic of repack-
aging was discussed, emphasizing the implementation based on source code using
the bag-of-words algorithm and testing the findings through machine learning. The
findings of the assessment demonstrate comparatively improved result in this aspect
than the existing implantation based on source code by adapting the bag-of-words
strategy and implementing some supplementary dataset preprocessing. A vocabulary
for identifying the malicious code has been developed in this study. Bag-of-words
was used to classify malware trends using custom implementation. The findings were
instantiated using various algorithms of machine learning. The concept was even-
tually implemented in a practical application too. The suggested method sets out a
fairly new methodology for examining source code for android malware to tackle
repackaging of malware.

Keywords Android + Malware analysis + Bag-of-words - Source transliteration

1 Introduction

The world is being tethered at a rapid rate with a growing number of mobile devices.
Because of the volume of sensitive information stored on or accessible through these
devices, cyber-criminals have consider them to be an appealing target, as people
are not aware about the attack surface here [1]. It has been discerned; however, the
conventional security methods in regular environments are often not appropriately
executed by software developers, which may result in considerable security issues.
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Who is unable to realize a security architecture focused on android authorization
offers protection to a lesser extent about device authorization [2]. Numerous malware
instances have been distributed through the Google Play Store, one of the main
places for users to access applications for android [3]. Again, malware source code
repackaging increases the possibility and likelihood of malware being released in
various variants. The reasons for this are desperately needed to make a case for
greater efficiency in malware analysis. According to conclusive research, malware
detection engines detect malicious activities only when an application is properly
packaged and assembled, not when it is in raw state. For example, if an antivirus
engine discovers a malicious APK file, the developer may disassemble that apk file in
order to obtain the core source files and gather a set amount of capabilities from those
source files before implementing them in a different .apk file so that it is not detected.
The form of source code in another file has been altered in a different format and is
not considered malicious although previously it is used for malicious activities like
espionage on call record or SMS collection. A new Apk file for android is launched
with the same source code avoiding antivirus detection. Which means, even the apk
was changed the malicious source code was re used. This initiates a sense of when
raw source code is being re used in another form of .apk file - the risk of exploitation
still remains. The attacker just has changed the name and some basic segments. But
the source code is still malicious.

That is a serious problem that must be addressed. In order to find a plausible
solution, therefore, the research was focused on this specific field.

The goals to achieve the target are as follows:

a. Propose a relatively newer form of static analysis to help identify and reference
precision for a specific field work.

b. Propose and implement an efficient methodology that inclines static analysis
technique to acknowledge repackaging.

c.  Understand the efficiency and accuracy of the suggested methodology, the text
processing algorithm bag-of-words is to be modified using static analysis and
machine learning, which would result in a wordlist of harmful phenomena.

d. Make an assessment of the model by the means of different machine learning
algorithms.

e. Implementation of the model in a practical form. For this research, Python raw
code was utilized as few tools like JD-gui, Dex to jar were also utilized. In
addition PHP, HTML, CSS, and MySQL database has been instantiated the
Web version of the suggested model.

2 Literature Review

Android operating system and networking technologies are becoming increasingly
popular, as the android platform’s features (open source, third-party device market
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support, etc.) which cause the incredible speed of android malware pose a signifi-
cant threat to this platform [4]. The traditional methods to mobile malware detec-
tion sought to identify battery usage anomalies [5]. Malware detection methods
that are adaptable might include server working occurrences such as object locks,
i/o requests with API calls, and object locks. For example, Malware detection was
conducted from network traffic generated from wireless access points by analyzing
data [6]. Researchers have developed an anomaly-based malware detection system.
This research is addressed as AMD-EC, an entropy-based anomaly detection method-
ology that detects android malware with an ensemble classifier composed of many
one-class classifiers [7]. The detection of static malware is expected to reduce exper-
imental speed and interoperability since manual procedures find techniques. Many
strategies for streamlining the static assessment process also have been incorporated.
Extensive methods to check program operation are suggested by researchers to turn
the malware source code into CCS declarations [8]. Dynamic fingerprinting has been
used by the authors proposed a framework—DySign, which signifies the computation
of signatures and behavior patterns during dynamic response to ensure responsive-
ness to slight changes in the behavior of potential variants of malware [9]. Other
research, on the other hand, involves conventional machine learning approaches
such as SVM, perception, and decision trees [10]. The author of NIDS proposed an
efficient, real-time detection, and classification of network behavior-based malware
employing deep neural networks. The results illustrate that partitioning the system
into two neural networks, detection and analysis, is the key for enhancing preci-
sion. As a result, this mechanism facilitates the generation of an in-house monitoring
system that consumes extremely little CPU power [11]. Researchers in GRAMAC
developed a system where the graph fingerprint of a new application is contrasted
to the graph fingerprints in the dataset and the application is either classified into
the respective malware family or designated as goodware/undiscovered [12]. In their
research—the authors [13] have incorporated an android malware detection model.
It was a lightweight, computer-intensive solution for different cell phones. They
have also created a novel machine learning-based code evaluation methodology.
The work mostly concentrated on source code analysis with a focus on permis-
sions for android. In their source code-based technique, accuracy of the results was
attained using numerous methods; however, the source code base approach failed
to properly address repackaging concept. The source code strategy consisted on
MODroid-featured extracting functions from raw source code and processing them
with the bag-of-words algorithm, where any feature was retrieved from that dataset
to establish a dataset [14]. Malware repackaging is a significant problem in which
a malware’s raw source code is reused as otherwise. Android malware which is in
packaged form antivirus can detect it easily, but when it is raw, it escapes detection.
To solve the problem, we developed a relatively newer approach to address the issue
of repackaging in our research paper [15]. In our research paper, we customized the
bag-of-words approach to detect the raw source code even it was repackaged. In
addition, we identified 69 malicious patterns and implemented the model as a Web-
based tool [15]. This research work is a consecutive work for [15], where I was the
First author. That previous work actually used SVM machine learning model. This
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reserach work is an extended verison of the previous work. However, I particularly
focused on extending the previous research to discover more malicious patterns to
develop our model further by the means of different machine learning algorithms
and newer patterns in the source code based on the previous model. So, the goal was
to improve the model of malware repackaging by the means of static analysis proce-
dure complimented with multiple machine learning algorithms which was previously
assessed with a single algorithm.

3 Methodology

The whole study was split into few subsections. To begin by considering research
work that was already commenced, rework on the generalized bag-of-words algo-
rithm and give better accuracy to a changed model. Secondly, create a sequence of
words or list of malicious code or keywords. Our previous work regarding source
code repackage model [15] has been considered as the basis of this because the main
agenda was to perform malware analysis with raw source code, as it dealt with the
problem of repackaging. This is a key concern, and the if model can perform more
accurately, it would provide better accuracy on practical implementation.

3.1 Method Representation

In this study, jar is converted from .dex file, then to class to obtain Java code, and Java
codes are merged to process the bag-of-word algorithm and a dataset to be produced
to apply machine learning technique to the set. The premise for this research has
been to engage with the evaluation process employing raw source code, where it has
been converted to .zip file format and following the format to raw source code. The
proposed model is shown in Fig. 1. The .apk files were obtained from the MODroid
dataset in relation to the base paper. The MOdroid dataset contained system calls and
package names. As like the work driven in the base paper, source code from all 368
files was extracted. This process has been done by collecting .apk files according to
the dataset for MOdroid. Then, .apk files have then been translated into zip format and
concurrent core .dex files named classes .dex had been retrieved. In this approach,
the analysis of the dex file via VirusTotal is suggested, and the core file with the VT
graph identifies the central infection position [16]. A windows-based tool dex-to-jar
was used to obtain the .jar file, and Java files were separated with another windows-
based tool, jd-gui. In order to achieve better results, a modification of bag-of-words
was applied, and malicious patterns were classified via a custom filtering method
utilizing a supervisory version of the algorithm to combine Java codes only from
infected files for dataset.
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Fig. 1 Methodology

Another filtered dateset has been developed to perform machine learning on the
dataset from the apprehension of the modified bag-of-words algorithm. The method-
ology is given in Fig. 1. They were sent online to VirusTotal after receiving the
.dex files. It analyzes the .dex files and provides its status results on the basis of
the VirusTotal antivirus engines. The VT graph, a distinguishing trait of VirusTotal,
illustrates the precise location of the infected file. Upon the exact location of the
file, .Java files were only combined for the first dataset from that specific region. In
this research papers, the source code was used to construct a dataset, and the bag-
of-words algorithm was used, but additional preprocessing for the final dataset was
performed in this research which is one of the major contribution of this research.
Since certain keywords and library functions can never be deemed as malicious, they
were excluded from such criteria. In addition in this study, the bag-of-word algo-
rithm was used before the separation of fresh as well as malicious keywords. Stop
words such as default file names, variable, keywords, alongside with space gaps,
and special characters were considered as new keywords. Malicious source codes
for Java system calls, packages, and methods were obtained through the effort of
various researchers. API call information was collected from the work in [17]. Func-
tion references were obtained from [18]. There have again therefore been classes
from the android malware detection evaluation features [19]. GroddDroid provided
a series of malicious classes which was obtained from that research [20]. Different
references contributed around 70 malicious patterns in different cases. For the rest, the
function, methods, and classes of the malicious source code detected by VirusTotal
were inspected and separated manually for possible Java API calls.
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3.2 Customization and Utilization of Bag-of-Words
Algorithm

Bag-of-words model is fundamentally a NLP technique for extracting text features
or perhaps words from sentences [21]. The implementation accounts for the abun-
dance of words in a record. After reviewing the mainstream algorithm and its use
in prior research works, it was determined to modify the algorithm for the proposed
model. In particular, three segments have been modified so that they can be addressed
sequentially:

Data Collection Process

The intended vocabulary is focused about comparing each line. The quotation marks
and comma should be the minimum for each line. Thus, to check each line of the code
sequentially, a Python script was developed. While the script would be concluded,
an output file would be produced.

Vocabulary Development and Management

After reviewing the basic bag-of-words algorithm, it was modified according to
the need of this research works agenda. It consists of three segments—tokenization,
extracting words from phrases, and developing a bag-of-words format. The script was
created used with Python modules such as NumPy and Re. Words from sentences
where words that are not present in vocabulary are overlooked would be removed.
The text that has been cleaned which appeared in the body for the tokenization.
Sorting of words were conducted afterward. Based on the given input, the source
codes were generated.

Counting Mechanism

When a word is available, it is depicted as a 1 in the matrix that equates to the
presence of its term in the total vocabulary; when the presence is not identified, it
is then denoted as 0. In this circumstance, the vocabulary comprised the majority of
the harmful keywords, making it easy to categorize them.

Malicious Keywords Categorization

The properties of malicious code patterns discovered in diverse study materials
are used to classify them. Malicious terms were classified with some identifiers,
such as privacy-based API calls. API calls on SMS, API calls on Wi-Fi, functions,
classes based on SMS, classes based on telephony, classes based on security and
few other classes, methods, and call requests. Following this strategy, a variety of
small keywords were appended to the dictionary in order to determine a call requests,
dataset functions as well as numerous method in VirusTotal tests. These were care-
fully selected and examined from the source code of the malware versions. If found,
they were added into the dictionary. Around 70 types of patterns from different
references were utilized for this categorization.
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4 Result and Discussion

The sample source codes for 368 specimens were decompiled accordingly, as
mentioned before the M0Droid dataset acted as a source from where application
packages are extracted and collected. Both datasets have indeed been developed on
this basis. For evaluating the dataset, few algorithms like SVM, decision tree, random
forest, logistic regression, and multinomial Naive Bayes were used. A dataset was
then created. The two step compilation and assessment was conducted based on the
mentioned process in methodology. Here, it is shown that the accuracy is predomi-
nantly around 95.65% availing a precision, recall with F1-score of 0.5. This indicates
that the change process or additional preprocessing of the bag-of-word algorithm
made on this research is reliable (Table 1).

The previous model with similar instantiation obtained, it is the comparative result
for source code-based classification based on SVM—which was 95.65%. Compar-
ison with the existing results on SVM-based implementation indicates, this research
has a better accuracy on SVM with a 96.42% of accuracy (Table 2).

As mentioned previously, this modified model performs relatively better, so the
following 14 keywords have been added to the existing vocabulary list by examining
the dataset. Whereas, the previous model was based on 12 malicious keywords.
The list of keywords added to the current dictionary is shown in Table 3. These
keywords were identified with malicious code segments while complimenting them
on malicious activities.

These fourteen words can be marked as a finding of this research which would
assist to identify more such malicious patterns.

In addition, a framework for testing has already been designed. The program
functions as follows: Any source code from the Java platform can be copied here
and pasted here in every android application. The “Review Source” button is to
send it. When using the trained language, the machine tests it. If the corresponding

Table 1 ML results from the final dataset

Algorithm Accuracy (%) Precision Recall F1
SVM 96.42 0.5 0.5 0.5
Decision Tree 94.46 0.44 0.5 0.48
Random Forest 92.67 0.6 0.5 0.565
Logistic Regression 95.61 0.7 0.7 0.7
Multinomial NB 95.65 0.5 0.5 0.5

Table 2 Results comparison P
arameters

Existing model

Proposed model

Comparison

Algorithm

SVM

SVM

Accuracy

95.65

96.42

0.77% better
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Table 3 Keywords obtained from external observation

Collected entities from observation

MessagesContentSender(), fetchContact(), GetappInfo() IMAdTrackerReceiver(),
IMAdLocationTracker(), onStartCommand(), onTerminate(), PendingIntent.getService(),
InstallActivity.this.startActivity(), getPassword(), getSession(), getPasswordAuthentication(),
fetchContacts(), Android.telephony.phoneStateListener

Detecting Malicious Pattern in Code Segments

Flace Jevn semins tode belen

Bamnm Mabiciams Pastern Found

Fig. 2 Detecting malicious pattern

vocabulary was found, then it would appear to be vulnerable otherwise not vulnerable
(Fig. 2).

5 Conclusion and Future Research Direction

The effort focuses very much on distributive static analysis process and preventing
malicious source code to be repackaged. Current research in the field does not provide
a model for the scheme that can deliver better productivity and precise performance.
The model proposed deals correctly with the issue of repackaging. Standard static
analysis does not answer the main purpose of the study properly. Another aim was to
represent its effectiveness with the application of the classification algorithm SVM.
This research has utilized few algorithms like SVM, random forest, decision tree,
logistic regression, and multinomial Naive Bayes. Instead of few fixed-define prop-
erties which were observed in similar research, this approach focused on different
characteristics of source code in general and specialized forms to detect malicious
patterns. In comparison to a similar classification-based adaptation to the source
code, the proposed model has achieved 0.77% better accuracy than our previous
existing implementations.

In addition, this work has introduced to the vocabulary 14 more malicious trends
that allow the vulnerable android application to be repackaged. This study demon-
strates a method for checking the pattern of malicious android source code application
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while repackaging. This program helps to assess whether a particular piece of code is
malicious based on the implemented pattern structure. In the future, this research can
be improved by adding more malicious vocabulary patterns. The proposed model was
applied as a Web-based framework in practice and can readily be applied to malware
detection engines on a large scale.
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Assessment oo

Matgorzata Pankowska

Abstract The enterprise architecture (EA) assessment can be provided in different
ways. In general, the EA assessment supports information communication tech-
nology (ICT) implementation. Beyond that, business organization stakeholders
have an opportunity to monitor effectiveness and efficiency of business processes.
They can modify the business structure, increase the business innovativeness, and
ensure business strategy realization. Nowadays, EA stakeholders establish their own
methodologies for EA quality assessment. This paper includes analyzes of the archi-
tecture frameworks, assessment models, and standards. This article aims to answer
the question, if the design science research (DSR) paradigm is useful for EA quality
assessment. Hence, this paper includes a proposal of new approach to EA quality
assessment, based on emphasizing the relevance and rigor as key concepts.

Keywords Enterprise architecture - Design science research - Relevance - Rigor -
Quality assessment - ISO 42030 standard

1 Introduction

The term “enterprise” can be understood as an overall idea to identify a produc-
tion company, business organization, or governmental institution [1]. The enterprise
architecture (EA) is defined as a coherent set of artifacts, rules, principles, norms,
standards, and guidelines that guide computerized information system design and
implementation [2]. The enterprise architecture as a process of translating business
vision and strategy into effective enterprise can be viewed in many different aspects,
i.e., business, information, work, software application, and technology [3, 4].

The EA assessment refers to systematic activities undertaken to make decisions
on the quality of particular artifacts and visualize them in a structured way. The EA
assessment means decisions on the quality of EA objectives, development activities,
information resources, processes, actors, products, requirements, and relationships
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among those artifacts. EA ensures a holistic view of the enterprise’s key strategies
and their impact on business functions and processes, taking the firm’s sourcing goals
into explicit considerations. Therefore, EA should be holistically assessed. Popular
criteria of assessment are the following: cost efficiency, flexibility, enhancing produc-
tivity using less expensive and carefully chosen resources, process simplification,
or effectiveness and efficiency of business transactions. The EA stakeholders have
different opinions on quality; hence, the EA quality assessment should be presented
as multi-criteria decision-making. In this paper, this decision process is based on
the DSR paradigm. This research paper is organized as follows. The second section
includes discussion on different EA frameworks and EA assessment methods. Next,
the ISO standards are analyzed, and some additional methods are presented. In the
fourth section, the DSR methodology, relevance, and rigor cycles are considered as
important for EA quality assessment. Next, the EA quality attributes are presented
and placed in the DSR model. For this study, the literature survey method was applied.
In particular, Scopus and Research Gate repositories were reviewed.

2 Enterprise Architecture Frameworks

Nowadays, EA is considered as a research discipline guided with principles, frame-
works, methodologies, requirements, tools, reference models, and standards. There
are many frameworks that support EA modeling and development, e.g., Unified
Architecture Framework (UAF), Zachman Framework (ZF), the Federal Enterprise
Architecture Framework (FEAF), the Ministry of Defense Architectural Frame-
work (MODAF), Computer Integrated Manufacturing Open System Architecture
(CIMOSA), the Open Group Architecture Framework (TOGAF), the Extended
Enterprise Architecture Framework (E2AF), the Department of Defense Architecture
Framework (DODAF), the Generic Enterprise Reference Architecture and Method-
ology (GERAM), Treasury Enterprise Architecture Framework (TEAF), and Adap-
tive EA [5]. Figure 1 covers the average number of citations per publication on the
particular framework of enterprise architecture. This measure can be considered as
the academia acceptance metrics. As it is visible in Fig. 1, a huge number of publi-
cations does not mean many citations, although Pearson correlation equals 0.895 for
data in Table 1.

The unified architecture framework (UAF) is object management group (OMG)
standard, which focuses strategic objectives, business processes, organization
management, resource allocation, and security. Architecture models are constructed
by system modeling language (SysML), as well as by natural language [6]. The ZF
provides fundamentals for modeling a business ontology through dimensions such
as data, function, network, people, time, and motivation [7]. Each aspect presents the
architecture from a particular perspective, and therefore, the quality of each artifact
can be assessed separately.

In the FEAF, the performance reference model (PRM) is proposed to measure the
performance of major IT investments, as well as the customer service quality, process
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Fig. 1 Average number of
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Tabl.e 1, Citations and Framework Citations (c) | Publications (p) | Acceptance

publications on the EA (c/p)

frameworks in Scopus
UAF 25 12 2.08
ZF 1744 273 6.38
FEAF 324 28 11.5
MODAF 285 60 4.75
CIMOSA 271 42 6.45
TOGAF 1346 298 4.52
E2AF 2 1 2
DODAF 1252 254 4.92
GERAM 534 38 14.05
TEAF 25 4 6.25
Adaptive EA | 1248 86 14.51

and activity quality, and technology quality [8]. The MODAF framework covers
seven viewpoints, i.e., all view, acquisition, strategic, operational, system, service,
and technical and the EA artifacts quality can be assessed at each of these aspects
[9]. The CIMOSA framework is based on four abstraction views (i.e., function,
information, resource, and organization) and three modeling levels (i.e., require-
ments definition, design, specification, and implementation description) [10]. The
four views are provided to manage the integrated enterprise model covering the
design, manipulation, and assessment. In TOGAF [11], the holistic approach to the
EA quality management is possible through the application of the architecture matu-
rity model (AMM), which is developed to improve architecture processes as well as
to assess the organization’s competence. High-quality architecture model should be
consistent, relevant, and justified.
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Van Den Berg and Van Steenbergen consider eighteen key areas of architec-
ture maturity, which can be included in the EA assessment process [12]. Perko is
writing about some other commonly known EA maturity models, e.g., NASCIO
Enterprise Architecture Maturity Model, A Framework for Assessing and Improving
Enterprise Architecture Management (EAMMF), IT Architecture Capability Matu-
rity Model, OMB Enterprise Architecture Assessment Framework, and Extended
Enterprise Architecture Maturity Model (E2AMM) [13].

The E2AF framework focuses on integration and cohesion of architecture arti-
facts [14]. The DODAF framework is developed to ascertain that the architectural
components’ compatibility and interrelationships, as well as the technical archi-
tecture usability and integration across organizational domains [15]. The GERAM
is assumed to support an enterprise integration and to ensure that information of
adequate quality, and detail is delivered to the management for short- and long-term
decision-making [16]. The TEAF framework implements the enterprise architec-
ture roadmap, information assurance risk assessment, and information assurance
trust model to support EA quality management. The adaptive enterprise architecture
framework promotes business alignment, enterprise agility, as well as non-functional
requirements, i.e., reliability, security, or quality of service [17]. The presented EA
frameworks include analyzes of architecture models on a high level. The frameworks’
developers want to ensure a coherence among different components, their scalability,
openness, agility, and sustainability as well as convergence of the proposed models.

3 Enterprise Architecture Evaluation

The business-information technology alignment (BITA) models are applicable for the
EA quality assessment [18]. The BITA processes should be conducted periodically
to analyze each architectural level to identify technology gaps, identify and assess
the current EA state, determine future state, identify metrics to compare current and
future states, identify stakeholders, and determine their interests, develop standards,
frameworks, and transition plans. Scenario-based architectural evaluation is a struc-
tural approach to evaluating how well the architecture meets stakeholders’ needs
[19, 20].

In literature, the enterprise architecture assessment usually concerns selected
aspects of the review, e.g., EA effectiveness assessment [21, 22], EA evaluation
process [23]. Khayami [24] proposes the following quality attributes of EA: align-
ment, convergence, maintainability, integrity, reliability, efficiency, security, and
usability. Neimi and Pekkola [25] focus on other attributes, i.e., clarity, granularity,
uniformity and cohesion, availability, correctness, and usefulness. Firesmith and
Capell [26] propose the quality assessment of system architecture and their require-
ments (QUASAR) model including external characteristics (e.g., compliance, config-
urability, or usability) as well as internal (e.g., feasibility, interoperability, reusability,
or modifiability). They argue that quality is a degree to which a work product (e.g.,
system, subsystem, requirement, or architecture) exhibits a desired amount of useful
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or needed characteristics. Timm [27] argues that reference enterprise architectures
(R-EA) help to save costs and increase the EA quality in the regulatory compli-
ance management (RCM) approaches. Escobar et al. [28] propose for the EA quality
evaluation the usage of quality characteristics according to the ISO/IEC 25010:2011,
where a product quality is characterized by user satisfaction, effectiveness, efficiency,
context completeness, and freedom from risk [29]. However, the ISO/IEC/IEEE
42030: 2019 is fundamental for EA quality assessment [30]. This standard empha-
sizes the necessity of EA evaluations for many reasons, such as the evaluation of
an architecture suitability, addressing stakeholders’ requirements and expectations,
identification of opportunities for improvement, and assessing the progress of archi-
tecture development. According to this standard, architecture quality attributes are
as follows: coherence, completeness, elegance, hierarchy, modularity, variability,
subsetability (i.e., support the production of a subset), conceptual integrity, common-
ality (i.e., sharing in preplanned ways), durability, utility, beauty, robustness, feasi-
bility, flexibility, verifiability, traceability, and cohesion [30]. Therefore, the architec-
ture relevance is emphasized and evaluated through making a judgment concerning
extent to which architecture objectives are achieved and stakeholder interests are
satisfied by decisions that affect the architecture artifacts.

4 DSR Applicability for EA Quality Assessment

Design science research (DSR) is a research work paradigm, in which a designer, who
is also a researcher, answers questions relevant to human problems via the creation of
innovative artifacts, and also contributes new knowledge to knowledge repositories.
The designed or created artifacts are both useful and original for understanding the
problem at hand and for providing a practical solution. Historically, Simon [31]
was the first who undertook research on design science, in particular for research
in artificial intelligence discipline. Design research is well applied in many fields
including architecture, engineering, education, psychology, management, behavioral
science, computer science, or the fine arts (Fig. 2).

Fig. 2 Volume of
publications on DSR in
particular disciplines. Source
Scopus repository

0 100 200 300 400 500
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Artifact is a fundamental concept in DSR. Hevner et al. [32, p. 77] identified four
types of artifacts:

e Constructs, e.g., concepts formalized in semantic data modeling, conceptualiza-
tions, vocabulary, symbols.

e Models, e.g., abstractions, representations, structure of relationships between
problem and solution components.

e Methods, e.g., algorithms, practices, or guidelines to perform a task, search the
solution space.

e [Instantiations, e.g., implemented and prototyped systems.

Andersson [33] argues that constructs represent entities of interest in the theory.
Weigand et al. [34] have provided a semantic analysis of artifacts. For them, an
artifact can be identified with the research outcome. Goldkuhl and Karlsson [35]
define artifact as a human-made object in contrast to a natural object. “Artifact” has
its source in the Latin “arte” (i.e., “by skill”) and “factum” (i.e., “thing made”).
Artifacts are designed to support people in reaching certain planned goals and they
function as signs to inform readers, researchers, or engineers. Artifact assessment
is necessary to confirm the validity of its contribution. Evidence of artifact utility
permits to conclude about further applicability of the artifact. Artifacts are assessed
by practitioners, as well as by the academic environment, e.g., project grant donators.

In general, DSR main cycle includes problem awareness, suggestion formula-
tion, development of artifacts, their evaluation, and concluding, where the results are
pronounced to be good enough for science and for practice. DSR can be compared
to knowledge development through practice, and hence, the action research as qual-
itative research method is inserted into DSR. Weigand et al. [34] argue that DSR
artifacts must keep a certain level of rigor and generalizability, as well as prac-
tical and scientific relevance, while generalizability means focus on the reusability
and ability to integrate its components. DSR has its origin in pragmatism, where
ideas’ and theories’ value is based on the success of an artifact’s practical applica-
tion [36]. DSR studies are required to maintain a balance between research rigor
and practical relevance by reporting artifacts that solve a class of problems. Meyer
et al. [37] have presented the DSR application for EA business value assessment.
According to them, the design is a search process, where each step requires collab-
oration of industry partner with researcher to gratify the environmental needs and
to adhere to the business requirements. In this approach, problem relevance means
satisfying the environmental needs, while research rigor means the usage of adequate
methods. Therefore, for the EA quality assessment in DSR, the research question
concerns relevance and rigor of artifact development. Barafort et al. [38] define rele-
vance as an alignment of business activities and international standards, industry, and
best practices. Mohajeri and Leidner [39] discuss the pluralistic nature of relevance
and present a typology of relevance according to four perspectives: applicability,
knowledge production transfer, value, and empowerment.

However, this paper suggests to distinguish the academic relevance (i.e., signif-
icance, impressiveness, dissemination of results) from practical relevance (e.g.,
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usefulness to practitioners, impact). A given solution can be original, but not appli-
cable nor feasible. Relevance is relative. Relevance is evaluated for academicians,
for society, policy, economy, technology, education, or healthcare. Relevance is the
degree to which research artifacts contribute to improve the outcomes of interest.
On the other side, rigor is a grounding in research methods. Gill and Gill [40] define
rigor as criteria-based or compliance-based. Compliance-based perspective is related
to the selection of an appropriate research methodology, accurate usage of methods,
and documenting that use. Hence, rigor can be identified with competent and system-
atic usage of procedures, fostering the standardization, audits of reasoning. Rigor in
research and also in practice is the strength of reasoning [40], discipline, order, and
obedience. The relevance of a research work can be analyzed from two perspectives:
the targeted practitioner’s perspective and the researcher’s perspective. However,
rigor is to be also valid for these two environments.

Paine and Delmhorst [41] focus on balance between rigor and relevance. They
argue that rigor—relevance balance remains a long-term concern for the enterprise
field researchers. Taking into account that rigor and relevance are important for both
academia and practice, this study covers a proposal of quality attributes for EA quality
assessment. Certain attributes are assumed to be important for practitioners and
other for the academia people, i.e., researchers, grant donors, and research process
organizers. Figure 3 covers specification of these attributes, which are placed in
appropriate fields. Specification of these attributes is based on [42, 43]. Practitioners
focus on quality attributes, which enable them to work with the artifacts now and in
particular location, and for particular purposes. Academicians seem to be interested
in long-term characteristics and abilities to utilize the artifacts in different conditions.

Practice application domain attributes are following (Figs. 3 and 4):

e Availability—the degree to which artifacts are available to all stakeholders on
their end-user platforms.

Availability Portability
Accuracy Maintainability
Completeness Adaptability
Functionality | | Audit Ability
Reliability | |/ Exploitability
Usability Context Coverage
Efficlency Artifact Enterprise Architecture Artifact Extensibility
Performance Development Quality Development Flexibility
Supportability Relevance Attributes Rigor Report Ability
Standard Compatibility Re_usability
Change Control Ability Verifiability
Document Ability /| I\ Accessibility
Requirement Traceability |\, Compliance Ability
Security Innovativeness
Integration Ability Validity

Fig. 3 Enterprise architecture quality attributes
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Application Domain Knowledge Domain
Environment Design Cycle Environment
Quality Attributes Quality Attributes
Focus on Relevance in Ar- Designing Focus on Rigor in
tifact Development artifacts and Artifact Development
Availability processes Portability
Accuracy Maintainability
Completeness Adaptability
Functionality Audit ability
Reliability . Exploitability
- Inter-project
Usability . Context coverage
- evaluation of o
Efficiency . Extensibility
artifacts and -
Performance Flexibility
Supportability processes Report ability
Standard Compatibility Re-usability
Change Control ability Verifiability
Documentability Accessibility
Requirement traceability Compliance ability
Security Innovativeness

Integration ability Validity

Fig. 4 Adapted DSR paradigm framework for the EA quality assessment

Accuracy—the degree to which correctly gathered research data define the
artifacts.

Completeness—the degree to which all the artifact data are present.
Functionality—the degree to which proposed artifacts are useful for further
implementation in system functions.

Reliability—the extent to which the EA system provides a pre-defined level of
performance without breaks and errors.

Usability—the extent to which the EA system is understood and used. The artifact
understandability, learnability, operability, and attractiveness are considered.
Efficiency—the degree to which resources are expended economically and
accurately to achieve goals.

Performance—the grade to which the system ensures a defined level of perfor-
mance, including process speed, resource usage, capability, and response time.
Supportability—the extent to which the EA artifacts can be supported by the
professionals who have created them.

Standard Compatibility—the degree to which the artifact is compliant with the
EA standards and frameworks.

Change control ability—the artifact versioning through the EA life cycle, so it is
the ability to appropriately manage changes of artifacts.

Document ability—the degree to which the EA artifacts can be supported by
documentary evidence.

Requirement traceability—the degree to which business functional and non-
functional requirements can be traced in the EA development cycle.
Security—the degree to which unauthorized access to artifacts, including the
ability to disseminate data, can be properly protected.
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e Integration ability—the ability to bring together artifacts into a cohesive frame-
work that minimizes the duplication of data.

Knowledge domain quality attributes are as follows (Figs. 3 and 4):

e Portability—the degree to which the artifacts can be moved from one environment
to another.

e Maintainability—the measured efforts needed to make specified modifications of
artifacts.

e Adaptability—the degree to which artifact use open standards that make it easy
for artifact components to be interchangeable.

e Audit ability—the degree to which the artifact can be evaluated for properly
performing its functionality.

¢ Exploitability—the degree to which stakeholders can exploit the artifacts for early-
unanticipated capabilities.

e Context coverage—the degree to which the artifacts respect the EA context in
each particular case.

e Extensibility—the degree to which new artifacts can be added to the whole EA
system without loss of cohesion.

e Flexibility—the degree to which the EA can support additional products,
workflows, data sources, reports, and analytics.

e Report ability—the degree to which the artifacts are reported to the appropriate
stakeholders, administrators, and support staff in a controlled manner with the
appropriate set of corresponding data to diagnose and remediate the artifact
development.

e Reusability—the degree to which the designed artifacts are highly reusable and
easily customizable.

e Verifiability—the degree to which the artifacts can be independently confirmed
as being accurate and actual.

e Accessibility—the degree to which the user can promptly access the artifacts in
knowledge repositories.

e Compliance ability—the degree to which rules and policies from business, legal
agencies, regulatory institutions are adhered to. It is also the degree to which
compliance can be traced through the EA life cycle.

¢ Innovativeness—the creativeness of designers, uniqueness of solution, advantages
in comparison with competitive solutions.

e Validity—the degree to which the artifacts are congruent with business rules as
well as syntactic and semantic correctness.

5 Ilustrative Application of Relevance and Rigor
Attributes

Design science research methodology can be applied for information communication
technology (ICT) supported innovative projects funded by Horizon Europe Program.
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Fig. 5 Horizon Europe innovative solution grant award criteria

Horizon Europe is the European Commission Framework Program following the
Horizon 2020 Program. Horizon Europe will run for seven years from 2021 to 2027,
and it concerns climate change, sustainable development, and in general, European
Union countries competitiveness and growth. The program emphasizes partners’
collaboration and strengthens the research and innovation. Therefore, it would be
interesting to review what awarding criteria are proposed in Horizon Europe and
answer question if they respect the relevance and rigor requirements. This program is
assumed to support innovative solutions’ development. In many cases, that innovative
solutions development needs elaboration of the whole architecture project. The inno-
vative solution is located inside this system architecture. Applicants must elaborate
the enterprise architecture to ensure the innovative solution implementation.

Figure 5 includes Horizon Europe Program 2021-2022 award criteria identifica-
tion according to [44]. The proposed in Horizon Europe Program set of awarding
criteria is very general. They are divided into three groups, i.e., excellence, impact,
and quality issues. In this way of thinking, the excellence criteria correspond with
value of the proposed solution in domain science. Next, the impact criteria are compa-
rable with the relevance criteria in DSR approach, because the relevance is considered
as the relevance for practitioners.

European Commission has prepared for small and medium enterprises (SMEs)
a separate group of offers. The European Innovation Council (EIC) has been estab-
lished by the European Commission, under the Horizon Europe Program. The EIC
aims at supporting new technologies and game-changing innovations. The EIC
program includes three main instruments of financial support. There is the Pathfinder
instrument for advanced research on the breakthrough technology. The second is the
transition instrument for transforming research results into innovation opportunities,
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and the third is named the accelerator instrument for companies to develop and scale
up innovations with the high risks and high impact. Figure 6 includes European
Innovation Council Program award criteria identification according to [45]. There
are two main groups of award criteria, i.e., excellence and impact.

The design science research methodology is defined as pragmatic approach.
However, the pragmatism is visible also in the Horizon Europe Program. The
program projects are expected to be strongly oriented toward actual applicability
of the proposed innovative solutions. Relevance to the current societal require-
ments is emphasized, and rigor concerns effective, efficient, or pragmatic project
management.

There is a question if the pragmatism is always effective for knowledge develop-
ment. The short-term positive effects can dominate, and new ones quickly replace the
proposed ICT solutions. When the time to market is important, the applicability and
usefulness dominate over other EA characteristics, i.e., internal cohesion, or novelty
of IT solutions. The criteria, i.e., originality of research work, strength of arguments,
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academic soundness, coherence and cohesion of arguments, or way of investigation
are typical for evaluation of knowledge contribution. Hence, these arguments could
also be considered for an enterprise architecture prototype proposal assessment.

6 Conclusions

As it is presented in literature, the EA benefits cover improved business—IT align-
ment, better decision-making, reduced IT costs, and increased business performance.
The EA development and implementation require time, money, and human efforts.
Therefore, business organization capability to assess the quality of the EA artifacts is
important. The challenge is to understand how the quality can be measured, because
the EA practice produces various artifacts such as models, frameworks, de facto
standards, principles, and other descriptive documentation. The degree to which a
stakeholder is satisfied with EA depends on the effectiveness of implementation prac-
tices. In this article, proposed attributes’ specification is to support the EA quality
assessment before implementation. The EA artifacts should be assessed as suitable
for practice and valid for knowledge and science. The relevance- and rigor-based
quality assessment is critical to successful implementation, but on the other side,
this approach can support the EA developer and sponsor in their process of the best
practices selection for the artifacts development.
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Planning Rendezvous for Interplanetary )
Trajectories L

Aziz Anouar and Mohammed Bennani

Abstract Great interests are always brought by the scientific community for the
exploration of the solar system. Thus, important efforts are to be furnished to this
goal. This paper aims to develop an approach of making rendezvous for the planets
in the solar system as well as for a big asteroid. All the necessary equations are
established by distinguishing the inside and the outside planets orbits relative to the
earth. After that a simulation for the departure, the waiting time and the return trip
are elaborated. This is followed obviously by an evaluation and comparison of the
trip duration for each planet in the solar system. These simulation results would be
without doubt very useful in the elaboration of the rendezvous planning strategies.

Keywords Solar system * Planning - Rendezvous * Asteroid * Trip duration

1 Introduction

The exploration of the solar system still interests many fields of the scientific research
such as astrophysics, biology, celestial mechanics, engineering sciences, and others.
The aims concern essentially the discovery of the richness, variety of the physical and
phenomenon in the planets, the research of life, outside the earth, the comprehension
of the solar system formation, the survey of the asteroids, and others. Many missions
have been organized to visit some planets of the solar system such as Mercury [1],
Mars [2], and Jupiter [3]. Others have been targeted some asteroids, like Bennu [4] and
Itokawa [5]. The planning of rendezvous with planets and asteroids still face many
technical, theoretical, and economic problems. The near-earth rendezvous asteroids
mission with a focus on the spacecraft designed is presented on the overview [6].
Some works have been interested by the autonomous rendezvous of the spacecraft
with proximity operations [7]. The aspect of multi-rendezvous trajectory is shown
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in [8], as a design and optimization study. An interesting automatic rendezvous
strategy between a passive vehicle and an active one orbiting around the earth-moon
is considered in [9]. This paper focuses on the planning rendezvous for different
planets of the solar system as well for the big asteroid Hygiea in the main belt
of asteroid. A simulation synthesis is given to highlight the state of such planning
strategies.

Finally, the conclusion is presented with some perspectives for the well exploration
of the celestial objects in the solar system.

2 Formulation of the Rendezvous Problem

The problem of the rendezvous in interplanetary trajectories is how to launch some
satellite (S) from planet (P;) to reach planet (P;). The chosen trajectory for this
transfer is the Hohmann’s elliptical orbit, as shown in the Fig. 1.
In the planning of the interplanetary rendezvous, we have to consider the outer
configuration of P, relative to P and the inner configuration P, as shown in Fig. 2.
The relative angular position is given by

v F +

f =&+ (w2 — o)t (1)
where
®, initial phase angle
w; angular velocity of P,
w, angular velocity of P;.

_ / Soamm T \ Hohmann’s Orbit
—’/. !
.II( ..In
P, and S at departure L Re R+ P1and S at departure

Fig. 1 Hahmann’s transfer
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Fig. 2 Inner and outer
configuration of P, relative
to Py

We can organize the interplanetary rendezvous in three phases, departure phase,
where the satellite S is launched from a position attached to P; to reach some position
of P, by following a semi-Hohmann’s orbit in a time called #;, (Fig. 3).

t, is the half of the period of the transfer ellipse with u, is the gravitational
parameter of the sun defined as
Ry + R @)

N

us = M;G 3)

th, =

where M is the solar mass and G is the gravitational constant.

Fig. 3 Departure phase
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Fig. 4 Waiting phase —
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Waiting phase: We have to prepare P; to be in good position to adopt the same
semi-Hohmann orbit in the satellite return with the elapsed time ¢;,. Therefore, the
new initial angle d>é) isequal to ® 7, and 1,, is the required time for this phase (Fig. 4).

We can establish that

(Df =TT — Wiy 4)
And
—2&, -2k .
ty = ——— ((w; > w,) for outer configuration)
wy — w1
-2 2wk
ty = ﬂ((a)z < w) for inner configuration)
wy —

k is an integer chosen to make #,, positive.

The meeting phase: We ensure the return of the satellite S attached to P, according
to the semi-Hohmann orbit with the same time #;, to meet P; (See Fig. 3).

Thus, the global elapsed time 7, for the satellite in its trip is defined as

e =21+ 1y ®)

3 Simulation of Voyages in the Solar System

It is often useful for many interplanetary rendezvous to visualize the motion of
the source planet, the target planet, and the satellite. So, we can implement all the
concerning equations for the three main phases of the rendezvous in some simulation
platform. Therefore, in this part, we are concerning of representing of the phases for
the all the solar system planets and also for the Hygiea asteroid. The considered
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Symbol Name Value

m Mass of the sun 1989 x 103 kg

G Gravitational constant 6674.8 x

10~ m3 kg1 52
Ry Distance Earth to sun 1 Au — 1496 x
10° m

Ry Distance Mars to sun 1.52 Au

R3 Distance Mercury to sun 0.39 Au

R4 Distance Hygiea to sun 3.1415 Au

Rs Distance Venus to sun 0.72 Au

Re Distance Jupiter to sun 5.2 Au

R7 Distance Saturn to sun 9.54 Au

Rg Distance Uranus to sun 19.2 Au

R9 Distance Neptune to sun 30.06 Au

W] Earth angular velocity 0.017202 rad/day
around the sun

w) Mars angular velocity 0.0091327 rad/day
around the sun

w3 Mercury angular velocity | 0.07139 rad/day
around the sun

w4 Hygiea angular velocity 3.57 x 1078 rad/day
around the sun

ws Venus angular velocity 0.028049 rad/day
around the sun

we Jupiter angular velocity 0.001451 rad/day
around the sun

w7 Saturn angular velocity 0.000593 rad/day
around the sun

wg Uranus angular velocity 0.0002049 rad/day
around the sun

w9 Neptune angular velocity | 0.0001044 rad/day

around the sun

data are given in the Table 1. So as not to encumber the paper, we choose to put the
graphs relative only to one inner configuration (Mercury), one outer configuration
(Mars), and the asteroid. But the global results for the elapsed times are keeping in
the simulation synthesis section.
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e m -

Fig. 6 Rendezvous with Mars: a departure phase, b waiting phase, and ¢ meeting phase

3.1 Mercury Inner Configuration

The data of the rendezvous planning with Mercury are taking from the Table 1. The
graphs concerning the departure phase, the waiting phase, and the return phase are
given as in Fig. 5.

3.2 Mars Outer Configuration

For the planning of rendezvous with the planet Mars, we also consider its position
relative to the sun and its rotational velocity from the Table 1. After simulation, we
get the following graphs for the three phases (Fig. 6).

3.3 Asteroid Rendezvous

Many rendezvous missions have targeted asteroids like Bennu and Itokawa. We
choose in this part to deal with the rendezvous planning with the asteroid Hygiea
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Fig. 7 Rendezvous with Hygiea: a departure phase, b waiting phase, and ¢ meeting phase

(Table 1) which is one of the fourth largest asteroids in the asteroid belt. The simu-
lation concerning the departure phase, the waiting phase, and the return phase are

presented as in Fig. 7.

4 Simulation Synthesis

The elapsed times for the spatial trips of different planets and asteroid are presented

in the Table 2 (Fig. 8).

The analysis of the above graph leads us to the following remarks:

e The departure time for the large planets is large than of the small ones. The
variation of this time is nearly linear in function of the position of all the planets
and asteroid relative to the sun (PAS).

¢ The ratio between the position of the rocky planets and the departure time is about
one half. But it is increasing for the gas planets. It is also impressive to note that
this ratio is nearly the same for Mercury and Uranus.

Table 2 Elapsed times of the
spatial trips

Departure time | Waiting time | Global time

(years) (years) (years)
Mercury 0.297 0.178 0.739
Venus 0.390 1.249 2.03
Mars 0.709 1.243 2.66
Hygiea 1.49 3.68 6.66
Jupiter 2.73 0.586 6.05
Saturn 6.08 0.848 13.02
Uranus 15.67 0.688 32.03
Neptune | 30.56 0.927 62.04
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Fig. 8 Time graph of planet 70
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e The waiting time does not depend linearly of the positions of PAS as does the
departure time. For Jupiter, this time seems to be the less relative to others. But
the ratio of the waiting time with the position of PAS is too weak for the farthest
planets such as Uranus and Neptune.

e The voyages to the farthest planets and their moons required more than ten year
in simple trip. So we have to adopt other strategies for the trajectories planning
like the assist gravity process and to enhance the propulsive techniques of the
satellites.

5 Conclusion

We think more actually about the rendezvous planning missions with the planets and
the asteroids of the solar system. The constraints are obviously expressed in terms
of theoretical, technical, and economic aspects. This paper gives a clear sight to this
rendezvous with different planets of the solar system and also with the big asteroid
Hygiea located in the main belt of the asteroids. The well rendezvous formulation
problem distinguishes the departure phase, the waiting phase, and the return phase.
For each phase, the elapsed time is evaluated with a simulation of the orbits of the
source planet, the satellite, and the target planet or the asteroid. Finally, the simulation
synthesis helps to evaluate the rendezvous planning of these celestial objects of the
solar system. It is also would be useful as a reference for other approaches such as
the gravity assist and the trajectories optimization.
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Peak Shaving in Microgrids Using m
Hybrid Storage oo

Juraj Londak, Radoslav Vargic, and Pavol Podhradsky

Abstract In this contribution, we focus on technical and economic aspects of using
hybrid storage in microgrids for peak shaving. We perform feasibility analysis of
hybrid storage consisting of conventional supercapacitors and chemical batteries.
We use multiple real-life consumption profiles from various industry-oriented micro-
grids. The primary purpose is to construct digital twin model for reserved capacity
simulation and prediction. The main objective is to find the equilibrium between
technical innovations, acquisition costs, and energy cost savings.

Keywords Microgrid - Peak shaving - Energy storage - Digital twin

1 Introduction

Recent development in electric energy sector includes strong demand for distributed
means to help to maintain the electricity network in good condition. As well as the
motivation of the consumers is to minimize the bills with regards to reserved capacity.
One of such means what can help in both cases is peak shaving.

For most customers, energy consumption changes through the workday, with
significant peaks and valleys. To accommodate this variable demand at the grid
level, utility providers may also vary their pricing throughout the day [1]. Peak
shaving methods [2] generally refer to leveling out peak usage of energy by whole
spectrum of energy consumers. The main purpose of peak shaving from customer
point of view is to save on the electricity bill [3]. Grid operator on the other hand can
benefit from peak shaving by more stable and balanced network and consumption.
Understanding the risks of peak shaving, we need to start with understanding how
is the electricity billed by Slovak grid operators. The data collected by distribution
company contain information of how much electricity customer consumed (kWh) and
the peak load (kW). The network provider charges customers a sum of money for each
kW of reserved Ccapacity during accounted period. Customer should typically decide
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upfront on capacity he expect to demand for certain fixation period. Peak shaving
with help of various energy storage systems allows customer to postpone or balance
this expected peak consumption. It can have significant positive consequences on
billed reserved capacity.

Recently, the electric energy storage sector is in huge development driven mainly
by environmental motivations. Energy storage plays crucial role in the peak shaving
process. We review this part in Sect. 2.

To be able to simulate the technical-economic aspect, one of the approaches is to
construct digital twin. The digital twin is reviewed in the Sect. 3. Following the digital
twin approach, we constructed own simulation environment based on the MATLAB.
We introduce the created environment in the Sect. 4. The results for selected use
cases with regard to peak shaving and hybrid battery storage are described in the
Sect. 5.

2 Energy Storage Systems

Electrical energy storage (EES) is a method of transforming electric energy from
source or network into a storable form and back when needed. It allows electricity to
be produced when it is cheap to generate or from unpredicted energy source. It can
be then used when there is higher demand for energy or when it is not available.

The traditional electricity grids are built for the simple one-way transport from
source to consumer. This traditional concept presumes electricity consumption is
coupled with production. However, electricity consumption changes significantly
during days, weeks, and months, the maximum consumption typically last only
short time during each month or even year. This leads to ineffective and expensive
power plants and distribution networks. Storage systems allow energy production to
be decoupled from generation.

EES has many applications including portable devices, vehicles, and fixed energy
resources [4].

In Sect. 2.2, we have worked with hybrid battery concept, which combines
both energy management and UPS functions. We have merged conventional chem-
ical battery suitable for energy management function with higher energy capacity
and high-power rating supercapacitor for power quality function. This combination
covers both contradictory functions stated above.

2.1 Conventional Monomode EES

Rechargeable battery is one form of electricity storage [4, 6] which stores electricity
in the form of chemical energy. Electrochemical reactions during discharge process
occur at both electrodes creating a flow of electric energy through an connected
circuit. This process is reversible which allows battery to be recharged by connecting



Peak Shaving in Microgrids Using Hybrid Storage 65

Table 1 Characteristics of selected types of storage systems [6]

Systems Power rating and discharge | Storage duration Capital cost
time
Power Discharge Self-discharge | Suitable $/kW $/kWh
rating time per day (%) storage
duration
Chemical 0-20 MW | Seconds-hours | 0.1-0.6 Minutes-days | 3004000 | 200-2500
batteries
Capacitor 0-50 kW | Milliseconds | 40 Seconds-hours | 200400 | 500-1000
— 60 min
Supercapacitor | 0-300 kW | Milliseconds | 2040 Seconds—hours | 100-300 | 300-2000
— 60 min

to power source to the battery. We have summarized typical characteristics of both
used storage systems in Table 1.

2.2 Supercapacitor

Capacitor is the most direct mean how to store electric energy. They are able to charge
significantly faster than conventional batteries and can be used for much higher cycles
with a better efficiency. Conventional capacitors are suitable for daily peak loads
under 1 h because of their small capacities—the main drawback of capacitors is their
relative low-energy density.

Current progress in the supercapacitor development could lead to much greater
capacitance and energy density. Supercapacitors have much higher storage capabil-
ities in comparison with conventional capacitors (10-100 s kW) [5]. The main diffi-
culty using capacitors is related with short discharge intervals and high self-discharge
energy loss when not in used.

2.3 Hpybrid Batteries

Hybrid power source combines multiple sources of energy with distinctive charac-
teristics. Hybrid power sources combining different variations of fuel cell, battery,
and supercapacitor are popular in automotive systems [7, 8].

Hybrid battery-supercapacitor power sources can merge together individual bene-
fits of batteries and supercapacitors. Batteries provide high capacity, low-peak power,
long charge times but also low self-discharge, and relatively low watt-hour costs. On
the opposite, the supercapacitors have small energy capacity, higher peak power,
short charge times with high self-discharge, and high watt-hour costs [9].
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Further, in the paper, we perform multiple simulations using simulator described in
Sect. 4 of this paper. Battery consisting of multiple sources raises question about order
of charging and discharging of segments itself. Different strategies cause different
effectivity in real-life environment and have implications battery life cycle.

As we have stated earlier, we chose chemical battery in combination with superca-
pacitor as our combination. We have implemented typical characteristics (see Table
1) of both types to simulation environment [10] as we have created digital twin of
both physical batteries.

3 Digital Twin in Energy Sector

Current trend in utility sector with complex distributed power sources, energy storage
systems, prosumers, and microgrids creates difficult ecosystem to manage and even
control. This raising complexity generates need for virtual representation of physical
reality to accelerate predictability of such complex systems. Concept of digital twin
comes handy here, where universities and utility providers create digital twins of
selected parts of their infrastructure [11, 12].

A digital twin concept is a virtual representation that serves as the real-time digital
counterpart of a physical object or process. The concept and model of the digital twin
were publicly introduced by Grieves [13]. Grieves proposed the digital twin as the
conceptual model underlying product lifecycle management (PLM).

The concept of the digital twin predates the Industry 4.0 era as well as the digital
age itself. Its roots go back to the 1970s, when NASA worked on the Apollo project.
During the Apollo 13 mission, an oxygen tank exploded, seriously damaging the
service module, and endangering not only the mission itself, but especially the lives
of the entire crew on board. Because they had a exact replica of the spaceship on
earth with all the technical details, they could reliably simulate a dangerous situation
and realistically test hypothetical solutions.

The same principle applies to production and logistics processes, traditional tech-
nologies, and methods have already become insufficient to ensure sustainable growth.
This means that they can no longer meet the new requirements of the industry—from
cost optimization to consumer customizations in mass production.

Creating models of real machines in operation allow industrial companies use
additional data and algorithms to make better decisions. Obtained data can be used
for improving processes, reducing costs, and improving customer experience.

A demo platform for virtual power plants implementing digital twin concept is
maintained at Reutlingen University [14, 15]. It is used for the study of different
methods of operation, optimization, and control of grids and distributed energy
devices [16].

At present, the term digital twin means a virtual representation of objects and
entities such as manufacturing and transport equipment, but also processes, systems,
workers, data, or the whole environment. These days, the digital twin has moved from
plain virtual model of the physical product to a dynamic carrier of data and status
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information obtained through several sensors connected by the Internet of things
(I0T).

Their use in complex simulation models speeds up and simplifies decision-making
processes, as it simplifies the direct identification of the possible consequences of the
considered changes as well as the key patterns of behavior in individual processes.

The digital twin in this form is therefore used to monitor entities as well as
processes in real, as this technology allows to create a very detailed digital image
with real data.

4 Simulation Environment

For the purpose of the techno-economic analyzes and with conformance with the
digital twin concept, we developed a new smart grid simulator for techno-economic
analysis (SGSTEA). The simulator is built in MATLAB environment and strongly
uses object-oriented programming. It does not use Simulink nor Simscape electrical.
The system is provided as open source along with demos and demo data [10]. The
systems lacks own GUI and offer set of specific classes and demo classes that can
be used to build complex techno-economic scenarios. The basic difference against
Simscape electrical is that we do not aim to build electrical network but energy
generation, storage, transportation, consumption network with 15 min basic tact and
with strong economic aspect. So the objects such as batteries besides the technical
parameters have APSO economic parameters such as OPEX and CAPEX including
deprecation modeling.

The system implements the most important elements and concepts of smart grid
technologies and hybrid battery technology. Especially, the SGSTEA environment
can be used to predict the suitability of connecting different types of batteries used
for “peak shaving” [17] or “load leveling.” The output of such a simulation is not
only technical information about the power network but also the expected economic
profitability for participating roles and return in the form of return of investments
(Rol) computations. The basic concept of the techno-economic simulations is

(1) first run the technical simulation in the “imulation time” (e.g., one month, one
year, ... in precise 15 min steps) and measure behavior of the components and
modules and whole microgrid

(2) second, based on “simulation time” results, run extended economical analysis
is “economic time” that can extrapolate the results (typically to 15 years)
and concentrate on economic aspects such as Rol and profitability for the
participating roles

Of course, this basic concept includes several extensions for iteration, searching
for optimum, updating the model parameters, etc. Basic conceptual architecture is
shown on Fig. 1. Here, you can see the basic types of modules and data flows
between them. The basic level of smart grid controls and helps to optimize the
single location that can be connected to the electricity network. This (based on
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Fig. 1 Basic concept of the SGSTEA simulator, depicted are basic types of modules and data flows

legislative) could correspond to single prosumer (provider 4+ consumer). Prosumers
can be stacked, i.e., used instead of consumer block on Fig. 1, so the simulation can
be multilevel and providing the situation view, e.g., for local or regional electricity
distribution operators. The basic types of modules are and can be further split into
more specialized types of objects, such as energy storage to battery or other type of
storage, batteries to further subtypes as described in the Sect. 2. Due to the object-
oriented nature of the simulator it can be easily extended with more specific modules.
More detailed information and documentation can be found in [10].

5 Simulation Results

We performed multiple simulations in the previous paper [11] to determine optimal
battery capacity and power for best peak shaving performance and Rol ratio in
multiple real-time scenarios. In this paper, we present analysis of further various
topics related to peak shaving using the provided simulation environment, focusing
on energy storage, and reserved capacity topics.

5.1 Scenariol—Comparison of Hybrid Energy Storage
Algorithms

To analyze the potential and main artifacts of hybrid battery storage related to
charging and discharging, we constructed the hybrid battery with slow part (chemical
battery) and fast part (supercapacitor)—with typical parameters according to Table 2.
With relation to charge/discharge order, we have 4 basic algorithms. E.g., fast battery
is charged first and slow battery after, only in case if (real/forecasted) power/energetic
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Table 2 Charge/discl'large Algorithm number Charge order Discharge order
strategies for all algorithms
Algorithm 1 Fast, slow Fast, slow
Algorithm 2 Fast, slow Slow, fast
Algorithm 3 Slow, fast Slow, fast
Algorithm 4 Slow, fast Fast, slow

balance allows it, fast battery is discharged first, then slow, only in case that energy
from fast battery is not sufficient. This is denoted as Algorithm 1. Table 2 sums up
all possible algorithms. Of course, there if full span of options “between” that the
energy is split while charging, e.g., 30-70% between battery parts. In this scenario,
we examined the border cases.

The input to the hybrid energy storage is power requesting/offering signal, where
positive values mean offering the power to storage, negative values mean requesting
power from the storage. Output signal gives information about stored energy (positive
values) or offered energy (negative values). To be able to evaluate the situation,
we constructed the input power demanding/offering signal as superposition of two
periodic signals.

First one is with fast changes, zero mean—easy to peak shave with standalone
fast battery. Second one is with slower changes, but with negative mean (i.e., in
each cycle, slightly more energy is demanded as offered), easy to shave with slow
battery, but only until full discharge is reached. So, the fully charged batteries at
the start of the simulation get discharged for sure during the simulation, but we
can observe the accompanying artifacts during the simulation. In our simulation,
the winning algorithm is Algorithm 1. The details for all algorithms are in Figs. 2
and 3. In Algorithm 1, the fast battery is fully used, and it fails as expected due
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Fig. 2 Hybrid battery scenario, winning Algorithm 1 performance, battery fails to deliver the power
due full discharge of slow battery in step 135 (first red dot in the right bottom graph)
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to negative balance of the input signal. In Algorithm 2, the slow battery goes fully
discharged significantly faster as the fast battery is preferred in charging, resulting
into immediate problem due to fast battery capacity. In Algorithms 3 and 4, the
charging prioritization in charging causes imbalance—though the slow battery is
richly charged, we are unable to get the sufficient energy in time—the faster battery
gets fully discharged quickly, and slow battery is unable to deliver the needed power.

5.2 Scenario 2—Fines Increase upon Initial RC Decrease

To exploit the potential of hybrid battery usage in microgrid, we propose to simulate
the microgrid for initial RC decrease with specified battery size. The simplified
border cases are, that the battery is 100% slow (bad parameters but cheap) or 100%
fast (good parameters but expensive). As the RC decreases, the battery is needed
more and more. From certain instant, the RC increase is necessary to be able to
fulfill the consumption needs. The situation example for different battery sizes is
shown in Fig. 4. We can see that for given profile, the difference between slow and
fast is relatively small and significant only for smaller battery cases, so the eventual
Rol shall be interpreted with caution. More surprising observation is presence of big
jumps in the fines, clearly decrease of reserved capacity can cause also significant
decrease of fines. The simulation environment can give clear explanation for this as
depicted on Fig. 5. In the upper set of graphs is microgrid A with initial RC = 1013
kWh and RC increase up to 1075 kWh in simulation steps 911-918. In lower set
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Fig. 4 Scenario 2 example, initial RC decrease causing increase of fines, evaluation of border cases
of hybrid battery composition for selected battery sizes
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Fig. 5 Scenario 2, example, explanation of paradox, whereby decreasing the initial reserved
capacity can cause significant decrease of fines

of graphs—Microgrid B with initial RC = 1018 and smaller RC increase to 1047
kWh in steps 911-918 but with additional significant increase up to 1128 in steps
2446-2454. So the reason is that we could have better situation most of the time, but
if accidently the battery power runs out at the wrong time, it can cause much more
economic damage. The effective solution for this situation could be to progressively
increase the RC value sooner (based on the consumption statistics) and not to wait
until the battery is discharged. So this topic is subject for optimization in microgrids.

6 Conclusion

We have presented our contribution to digital twin implementation in utility sector
in this paper. Presented simulator [14] can serve for simulation, optimalization, and
prediction purposes. We have shown interesting scenarios related to peak shaving and
costs related to reserved capacity. Presented contribution will also serve as teaching
aid for academic purposes and will be transferred to academic projects DiT4LL and
KEGA project MonEd as pedagogical research. Presented simulator is prepared for
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future extensions as open-source project. One of the most interesting extensions is
photovoltaic functionality.
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Abstract The SEER database is among the persuading stores regarding malignancy
pointers inside us. The SEER list helps impact investigation for the gigantic measure
of patients’ bolstered viewpoints for the most part ordered as an insightful segment
and impact. Assistant careful proof nearly the carcinoma dataset is ordinarily started
on the site of the National Cancer Institute. The main point of this work is that
depending on the individual’s manifestations, and we will foresee whether individuals
are in danger of malignant growth or not. Perseverance and desire for the benefit of
malignant growth patients have the option to upsurge prophetic exactitude and limit
in the end cause better-educated decisions. To the current end, various amendments
smear Al to disease data of the surveillance, epidemiology, and end results database.
It may be used to better forecast cancer in the medical sector, and these studies can
give a good chance to enhance existing models and build new models for uncommon
cancers of minority groups in particular. In this paper, the authors contribute to getting
more predicted accuracy for SEER cancer and use it to better forecast cancer in the
medical sector.
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1 Introduction

SEER is an authoritative source for cancer surveillance, epidemiology, and end
results. The SEER program gives information about cancer statistics that stick up
for efforts to reduce the cancer compulsion within the people. The main point of
this paper is that depending on select manifestations, and we will foreknow whether
individuals are at threat of malignant growth or not. In the dataset the scope of
straight capacities leveling as 0 and 1. The outcome will give the likelihood of being
threatening as 1 and amiable as 0. Possibly, the most famous supervised learning
computations, which is used to categorize, are the support vector machine. It is
mostly used in machine learning (ML) classifications. The goal of the SVM compu-
tation is to establish the optimal line or choice limit which can be used to isolate
n-dimensional room in classes so that we can without uncertainty classify the fresh
information point later. SVM picks definitive focuses or vectors that help in making
the hyperplane. For arrangement and relapse examination, SVM perceives designs
and dissects the information. To acquire better execution in SVM, Kernel capacities
have been applied. Notwithstanding, the train test level of information is 70% and
30%. The decision tree calculation is one of the most straightforward yet solid super-
vised machine learning calculations. The decision tree calculation can be utilized to
tackle both relapse and arrangement issues in machine learning. That is the reason,
it is otherwise called CART or classification and regression trees. “The method of
choosing trees to tackle an issue is tree portrayal. J48 form is applied in this paper
for building the choice tree. Entropy and information gain are utilized to build the
tree. The segment of train and test information is 70% and 30%. This work is the
proposed upper three algorithm acknowledgment of machine learning technique for
analysis disease and predicts better accuracy” [1]. Perseverance and desire for the
benefit of malignant growth patients have the option to upsurge prophetic exactitude
and limit in the end cause better-educated decisions.

2 Related Work

The office to evaluate carcinoma life expectancy bolstered disorder qualities since
antiquated patient masses could even be helpful while examining exact patients and
may thus help current clinical practice [2]. “Data out of BDHS, 2014 is used, factors
like arithmetical, more economic, and natural have a differential influence on abate.
The DT algorithm was enforced to find the aspect combined with stunting. It is found
that mothers’ education, birth order number, and economic status were associated
with stunting. Support vector machine and artificial neural network are also enforced
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with the stunting dataset to test the accuracy. The certainty of the decision tree is 74%,
SVM is 76%, and ANN is 73%” [2]. Extra work has assessed life expectancy rates
for rectal and restricted stage little cell malignant growth. Expectation models for
life expectancy time or a choice of different components are investigated normally
[3]. These endeavors have included managed Al characterization systems, preparing,
and measurements. As far as ML, directed learning calculations arrange records with
named information [4-6]. The capacities surmised from the named preparing infor-
mation would then be able to be wont to group new information. Interestingly, solo
methods do not utilize named information; the strategy is predicated on estimating
the similitude of intra classes and divergence of “bury” examples while limiting
the earlier suspicions [7, 8]. This procedure yields a “backwoods” of arbitrarily
created choice trees whose results are incorporated as a “group” by the calculation
to foresee more precisely than one tree would. As thought about, gradient boosting
machine (GBM) utilizes more vulnerable, littler models to make a “troupe” to supply
the last expectation. New powerless models are iteratively prepared concerning this
entire outfit [9, 10]. Support vector machines (SVMs) are a case of non-probabilistic
double rectilinear relapse [11-13]. Here, we investigate the capability of unaided
Al strategies for carcinoma persistent endurance expectation [14]. These strategies
intrinsically include less human ability and connection than regulated techniques
and in this way, limit required intercession for database examination [15]. Longer-
term, the mechanized order of patients into gatherings may encourage correlation
and assessment of prognostic likewise as demonstrative contemplations in clinical
practice. Malignancy is the second driving clarification for death inside the earth
[16]. The premier regular sorts are bosom and carcinoma with 268,670 and 234,030
anticipated new cases in 2019. Applying Al for endurance expectation, for example,
foreseeing whether a patient having malignancy after determination can build the
prognostic precision and may at last reason better-educated choice [17]. The NCI
gathers disease rate and endurance data covering over 30% of the populace inside
the U.S. because of its wide inclusion and exhaustive information assortment, SEER
information could likewise be a reason for a few endurances forecasts exploring
different avenues regarding Al [18]. On the off chance that a direct partition is
unimaginable, the strategy applies piece techniques to perform non-straight mapping
to an element space, during which the hyperplane speaks to a non-direct choice limit
inside the information space [19, 20]. In the paper, Snow et al. [21] proposes that
breast cancer has a risk of developing RIS compared to other solid cancers.

3 Proposed Method

In this application, the admissible report is closely knit from the NCI [22]. Data
collected from the analysis performed in appropriate studies are only a couple of
research areas currently supported by the SRP. The proposed research methodology
and the flow of operations are depicted in Fig. 1.
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Fig. 1 Flowchart of the proposed engaged development

First of all, since the datasets [22] were in multiple files, we gathered data from
the National Cancer Institute, and then merged the data. Next, we optimized the
SPSS datasets and separated the information sets. After that, for each dataset, we
trace the Z-score. Next, we equate the score to the diagnostic status of the cheque.
Finally, to implement different algorithms such as decision tree, help vector machine,
and artificial neural network algorithm, we allow testing datasets (70%) and evalua-
tion datasets (30%). This study brief offers three benefits of developed and popular
diagnostic procedures.
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3.1 Label Encoding

The label encoding is done when the dataset contains categorical values. Turn abso-
lute values into numerical values by replacing data categories with integers starting
with 0. No need to do the previous operations. To convert this into numerical values,
the authors will use the “LabelEncoder” class from scikit learn. Labels have been
replaced with integers.

3.2 Accuracy Rule for ANN, SVM, and DT

The confusion matrix is used for interpret the classification model representation.
There are also four potential results for “TN = true negative, FN = false negatives,
FP = false positives, and TR = true positive” in the confusion matrix for two-class
cases: one is 0 and another 1. The evaluation of a classifier, as described by, is usually
assessed in several performance tests such as precision, sensitivity,

Accuracy = TP + TN/(TP + TN + FP + FN) (D

Sensitivity = TP/(TP + FN) 2)

The proportion of instances evaluates accuracy. Sensitivity measures a percentage
of negative cases.

4 Data Preparation and Data Source

NCI gathers information on malignant growth cases from different areas and sources
all through the United States. Information assortment started in 1973 with a set
number of libraries and keeps on extending to incorporate significantly more zones
and socioeconomics, countrywide example overviews of people of generative age
created to give data on malignancy and different levels. The essential key factors
in our datasets are sweep, surface, border territory, perfection, conservativeness,
concavity, inward focuses, balance, and fractal measurement. There are 570 datasets
with medium, standard error dividers, and the most notable of these highlights are
shown, with around 30 highlights for each picture. The mean radius is field 3, radius
SEis field 13, and the worst radius is field 23, for instance [22]. To apply a calculation,
the information was not prepared. Right off the bat, the information was in a few
divisions such as mean, SE, worst. At that point, we blend the information records
utilizing the SPSS instrument. However, an enormous amount of information was
missing in the informational index, which is the reason nonappearance information
was dealt with by the separating interaction. Ultimately, the information examined to
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look out the measurements in proportion to get how much individuals are tormented
from determination.

5 Experimental Results

Diagnosis is a proportion of the relevant examples collected over the entire number
of cases. Accordingly, the accuracy and the radius in this table are based on an
understanding and standard of three algorithms. The confusion matrix of ANN,
SVM, and DT algorithms with the label, precision, recall Fl-score, and support
values is presented in a tabular form in Table 1.

From 570-column information, 60.82% precision and 99% review is NO, where
75% exactness 4% review is YES for ANN. Another calculation gives 60% exact-
ness and 100% review is NO, where 100% accuracy 3% review is YES for SVM.
Ultimately, DT precision is 95% and 97% exactness and 97% review is NO, where
95% accuracy 93% review is YES.

The DT method has the best accuracy and execution rate among the various algo-
rithms studied. The study also shows that the optimal parameter values for penalty.
Parameter and pyramid levels can improve the classification result. The overall accu-
racy of the SVM and ANN is low because the main variable used are “radius_mean,
texture_mean, perimeter_mean, area_mean, smoothness_meanconcavity_mean,
concave points_mean, symmetry_mean and fractal_dimension_mean.” Therefore,
the value variable was also used to separate. The study also shows that mean and
value variables are suitable to be used in DT classifier. We partition the dataset into
isolated segments like the preparation dataset is 70% and for testing, it is 30%. But
SVM, precision and recall give 100% for its kernel trick to handle nonlinear input
spaces. SVM finds an optimal hyperplane which helps in classifying new data points.
In the time of training, SVM gained the knowledge about that data, and now if you
give same data to predict, it will give exactly same value. This work is the proposed
store-up Al method for examination illness, in which we can discover in the table
and figures that the proposed methodology is showing up with 100% precision. At
this moment, only 32 feature for the assurance of sickness. Later on, all features of
UCI are tried and achieved with the best accuracy. Using random forest returns a

Table 1 Confusion matrix of ANN, SVM, and DT

Algorithms Label Precision Recall F1-Score Support

ANN No 0.60 0.99 0.75 102
Yes 0.75 0.04 0.08 69

SVM No 0.60 1.00 0.75 102
Yes 1.00 0.03 0.06 69

DT No 0.97 0.97 0.97 116
Yes 0.95 0.93 0.94 56
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segment importance grid which may be wont to pick features. This framework is
dreary to find the information is low and continuously exact.

6 Comparative Analysis

Treatment intensity and clinical features are condensed into a single measure to eval-
uate treatment effects in all forms of cancer on the downstream health consequences.
The evaluation of their authors was first created for medical charts by clinicians.
However, big studies for all research participants typically cannot access medical
charts. A technique for assessing therapy intensity utilizing cancer registry [23].
This study aimed primarily to assess the link between the incidence of cancer and
PM 2:5 exposure by >8:5 million U.S. registry cases of cancer. Secondary goals
include assessing the relationships susceptibility to model selection, spatial check,
and delay, as well as calculating the connection of exposure—response for different
kinds of cancer [24]. The authors of [25] paper, SEER relative survival rates of breast,
prostate, and colorectal cancer are declined at the county level in socioeconomic,
demographic, and health factors. These models are first verified when comparing
observed rates with anticipated rates in non-estimated counties. Long-term cancer
survival and regional variations in survival varied with the disease location were the
best indicators of education. Better breast and prostate survival than colorectal cancer
have been anticipated. Data from cancer registries were gathered to provide national
and domestic survival rate estimates for patients for ecological models. These esti-
mates are valuable for prioritizing regions, where earlier diagnosis or greater access to
healthcare is promoted and may also help assess the quality of the survival data gath-
ered by cancer registries individually. Finally, in the last paper, the author revealed 34
papers applying machine learning for SEER cancer prediction. They retrieved data
on their experimental configurations and scanned them for reproductive attempts.
This review demonstrated that prior studies with various configurations have been
conducted but that they do not have any simple repeatable cohorts and outcomes. In
addition, no research by other institutions based on the same input data avoids trans-
parent benchmarking. SEER data reproducible analysis is achievable and completely
replicable survival prediction studies using logistic regression for breast and lung
cancer are presented [26].

7 Conclusions

Exhibited that decision tree is moreover effective for human fundamental data assess-
ment, and we can do pre-finding with no phenomenal clinical data. Soothsayer cancer
development detection is done viably with Al counts with extraordinary precision.
This can be moreover improved by using hybrid strategies of various classifiers simi-
larly as by combining the correct logic. In this way, the proposed approach will yield
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a suitable procedure for both assumption and distinguishing proof. Accordingly, the
work can fulfill the requirements of things to come also. Later on, we can work
with more effective calculations and diverse patient information from assortments
of nations.
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Abstract This article aims to reveal the digitalization as an integral part of the
society. Every process, phenomenon, community and relationship is related to digi-
talization and information technology. This analysis presents different forms of
symbiosis between society and digitalization. The objectives of the paper are to
show specific dimensions of the advent of digitization and the various technologies
in the Bulgarian society. The main research questions are related to the performance
of high-tech level of Bulgarian online environment and focus on the main features
of online learning, which are identified as new educational activities. Methodology
of this article is based on results obtained from an online survey conducted in March
2021 with people of different ages, occupations and education. The survey question-
naire included topics that directly relate to the digitalization of society, the use of
various digital devices and the Internet, participation in online education and atti-
tudes toward it. The results obtained are indicators that digitalization of society is
a real fact as well as that online learning has a place in the Bulgarian educational
system. This article focuses on peoples’ reactions, their assessments and views on
ongoing online learning and its formatting. The whole article and the survey carried
out are under the national project “Digital Media Literacy in the context of “Knowl-
edge Society”: state and challenges”, ¢ KII-06-H25/4, funded by National Science
Fund—Bulgaria.
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1 Introduction

Digitalization is an integral part of society. Every process, phenomenon, community
and relationship is related to digitalization and information technology. The life of a
modern person is a long series of active penetration of digital devices in our way of
life, in our professional responsibilities and activities, in our free time and personal
contacts. This strong digital saturation today is constantly recognized and modern
person is clearly aware of his dependence on information technology, without which it
would be difficult to do the job, to contact people and institutions that reflect different
levels of social interaction, and to organize free time and entertainment. From this
point of view, it is necessary to show the different forms of symbiosis between
society and digitalization, as well as to emphasize the possible manifestations of this
symbiosis.

The objectives of this paper are to show specific dimensions of the advent of
digitization and the various technologies in the Bulgarian society and in particular:

— What digital devices do individuals have and how do they use them?

— How they get involved in the Internet and what is their participation in the various
social networks?

— What is the quality of online learning as one of the examples of digital activity in
social terms?

— What is the technological level of the online environment?

The main research questions are related to the performance of high-tech level
of Bulgarian online environment and focus on the main features of online learning,
which is a new educational activity for Bulgarian schools and universities and its
basic actors gradually become active users of its.

The basic implication of the article is that in the Bulgarian context serious steps
have been taken regarding the restructuring of modern university education in digital.
At the same time, it should be emphasized that the digital education is a continuous
process that follows the development of technology and in this sense there is a
constant renewal and continuation.

2 Materials and Methods

The empirical basis of this article is based on results obtained from an online survey
conducted in March 2021 with people of different ages, occupations and education.
The survey questionnaire included topics that directly relate to the digitalization of
society, the use of various digital devices and the Internet, participation in online
education and attitudes toward it.
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The survey included 1018 people, divided into the various categories:
Age

— 18-29 years: 37.9%
— 30-39 years: 24.6%
— 4049 years: 18.7%
— 50-59 years: 8.4%
— 60+ years: 10.4%.

It is noteworthy that the most active age group in the sample are people under
40, who are digitally the most predisposed to the acquisition of digital skills and
digital culture people. This is the generation of individuals who, as students or as
parents of young children, are actively involved in various forms of interaction with
information technology. They directly show and present their specific connection
with the computer world of the “digital natives” generation [1].

Educational level was the other important feature of the sample including:

— Persons with education “up to secondary” which are: 1.4%
— Secondary school graduates make up: 35.6%

— Higher education graduates are: 41.1%

— The persons with scientific degree are: 22.0%.

It is noted that most are highly educated respondents. This is because digital
skills also require a specific general culture and educational skills. Although there
are many examples of people who have digital skills without being accompanied by
higher education. In general, digital differences reproduce the divisions existing in
society by age, ethnicity, profession, reinforcing and deepening them [2].

The sample included: Men: 28.7% and Women: 71.3%

In general, this distribution shows the priority of women as the most socially
active part of Bulgarian society.

3 Results

The results presented in the paper are indicative of both the objective characteristics
of different quantitative and qualitative conditions, opinions, assessments and views,
which the respondents share. One of the important things in terms of digitization
is the availability of digital devices that have become the main intermediary for
the activity in the Internet, social networks and media. In the survey, most of the
respondents possess:

Mobile phone: 95.1% of the persons;
Laptop: 90.2%

Tablet: 42.9%

— Desktop computer: 39.2%

Other: 13.9%
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It addition, many respondents have more than one digital device, which is an indi-
cator of the high degree of digitalization of the population. However, the question
can be immediately raised here that although digital devices have already become
cheaper, they represent a financial challenge for a large part of the Bulgarian popula-
tion, given the high unemployment rate and the large share of people with incomes of
the order of average salary for the country. In addition, it should be emphasized that
in order for digital devices to be truly active, it is necessary to maintain an Internet
service (connection), either as a plan included with the respective digital device, or
as a stand-alone service purchased by the mobile operator. In this context, it can be
said that digitalization reproduces existing divisions and inequalities by taking them
to the next level. Maintaining the Internet connection proves to be of great impor-
tance for the use of the achievements of digitalization. In addition, depending on the
positioning of the Internet connection used, summaries can be made about the extent
of its use, as well as the activity of the network users themselves.

To the question “Where do you mainly use the Internet?” the answers received
are as follows:

— Atwork: 4.1%
— Athome: 16.1%
— Everywhere (I have mobile internet): 79.8%.

It is noticed that over 2/3 of the respondents have mobile Internet, which allows
them to use it everywhere and to be as digital as possible, as they have access
to the network at any time and in any place. In practice, these distributions are
indicative of the fact that a large part of the Bulgarian population, mainly young
people are connected at any time with their peers and colleagues at university or
at work. What raises questions is that respondents who use the Internet at work
have a relatively small share—only 4%. This means that most likely the nature
of the activities performed does not require a network connection, or that there is
no Internet in the respective workplace. This brings us once again to the topic of
the divisions that digitalization reproduces and creates, and that divisions deepen
personal backwardness or become a source of progress. Therefore, when talking
about digitalization, we also take into account the extent to which people can use the
Internet and its possibilities.

Another important topic related to digitalization is the expansion of the level of
digital literacy. This is achieved both through personal training and through various
courses that are attended. The level at which online learning takes place in an educa-
tional context is also important. The last two years—2020 and 2021 with small
breaks were a time when classes in secondary and higher schools in our country
took place in a digital environment. In fact, this is the topic that was the basis of
the online discussions with students: about the quality of distance learning and its
effectiveness. This topic is also present in the online survey because the majority of
the Bulgarian population has a direct or indirect connection with online learning: as
a student, as a parent, as a teacher in secondary or higher education or as a relative
of any of these categories. In this sense, people with a stronger or weaker connection
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to online learning are in fact quite a high proportion. Therefore, we have included a
series of questions related to online learning and its quality for several reasons.

— To understand what is the opinion about online learning of the majority of the
Bulgarian population;

— To discuss the quality of online learning and the level of participation of young
people in it.

Respondents were asked if the ongoing online training was of high quality. In
addition to the positive and negative answers, the scale included the neutral answer
“I have no opinion” in order to distinguish those respondents who, despite the wide
range of related to online learning, are irrelevant and distanced from it for various
reasons. According to the persons who answered, the distributions are as follows:

— 37.9% gave a positive answer, that online training was of high quality;
— 43.2% said “No”; 18, 9 have “no opinion”.

These results show at least three trends:

— People who think that online learning is not of high quality are a little more than
the respondents who gave a positive answer. And this is a problem for the level
of education, learning and for the effectiveness of teaching and online activities.

— The difference between the positive and negative answer regarding the quality of
online learning is not very big— it is 5.3%.

— Definitely need to make more effort to improve online learning and its possibilities.

In fact, the quality of education is a complex variable that has different components
and depends on different things: teacher training, students’ interest, technical security
of the environment. So, it is necessary to have a broader understanding, because both
the subjective and objective aspects must be emphasized. That is why we sought the
assessment of the statement: “teachers cope with the requirements of online learning:

— Positively answered: 67.6% of the respondents;
— 15.9% of the persons gave a negative answer;
— 16.5% had no opinion.

These answers show that teachers are definitely assessed by the respondents as
having the necessary digital skills and training to be able to conduct online training.
This is particularly important because teachers are crucial figures in the overall
distance learning and they depend both on what and how to teach, as well as how
they assess their students. In fact, positive responses include the element of teaching
and assessment, recreating the overall picture of the learning digital process [3].

The students themselves are the other important component of online learning-
whether they manage to meet the requirements, whether they regularly prepare for
online classes, whether they cope with the tasks [4]. The distributions in the answers
to the question: “Do the learners cope with the online content?”, are:

— 56.8% of the respondents answered positively;
— 26.5% answered in the negative;
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— 16.7% of the surveyed persons do not have an opinion.

— In addition to this package of questions, another emphasis was added: learners
have no difficulty with the online environment:

— 49.9% of the respondents answered positively;

— 30.3% of the persons give a negative answer;

— 19.8% have no opinion.

This emphasis was important to highlight the state of learners’ digital skills and
how these digital skills are applied in the learning process itself. It turns out that
pupils and students are actually coping with the challenges of distance learning. As
already mentioned, online learning and its implementation depend to a very large
extent on the technological state of the environment: whether teachers and students
have the necessary digital devices; what is the state of the Internet connection for
both types of participants in distance learning; whether the digital platform used has
the potential to take the necessary load when a hundred or more students enter the
system, as is the case with high flows at some of the universities or schools; whether
in cases where there are any problems with the platform or with its maintenance,
these problems are fixed quickly? All the various aspects mentioned relate to the
quality of the technological environment and 52.3% of respondents agree with this
statement. It is definitely noticeable that the technological environment is evaluated
positively. More than half of the respondents giving a positive answer, are indicators
of a good assessment, as well as of the presence of good conditions for digitalization.

And in this context, the next logical point was: ,,Is online learning effective?”

— 39.9% answered positively;
— 41.7% gave a negative answer; 18.5% had no opinion.

It is noted that the difference between positive and negative answers is 1.8%,
which means that the total number of people who evaluate the effectiveness of online
learning in the two opposite poles is balanced. However, it should be emphasized that
about 40% of respondents who agree that digital learning is effective are less than
half, and this is not a very good sign. It should also be added that since the sample
includes people from all over the country, there are regions where distance learning
is really not very effective and there is no real learning process. Furthermore, for a
this new form of learning, such as online learning, 40% approval is a relatively good
result, especially considering that most parents do share their dissatisfaction with the
distance education, saying that through online learning, in reality, their children do
not study or study insufficiently.

In order to trace what in particular in digital learning is unacceptable and
creates problems for learners, the questionnaire listed various shortcomings of online
learning that respondents had to assess; respectively, we present the obtained results.

— No live contact in training: 87%

— Lack of communication between students: 74.6%

— Insufficiently good technological environment: 29.1%
— Insufficiently trained teachers—26.1%

— Learners face difficulties—38.8%
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— The textbooks are adapted for face-to-face training—33.6%
— Online learning is expensive—3.7%.

In these responses, we note that the main disadvantage of online learning is the
lack of communication with teachers: “live contact in learning” and “‘communication
between learners themselves”. It turns out that the social contacts that are established
during the training both with the teachers and between the students are of great
importance and in the results of the online survey they mark quite high values. In
one case, the percentages reach close to 90%, and in the other case close to 80%.
This shows the need for communication of networking, of living bond that creates
the attendance training.

Next, when assessing the shortcomings of digital learning, “the difficulties that
learners faced” come to the fore. Although the share of persons is less than half of the
sample—38.8%, this answer is indicative that often during the training ambiguities
arise, which for some of the learners need to be removed and the problems to be
clarified. It turns out that the online environment is not conducive enough to seek
additional explanations, or the other assumption is that most likely students can not
focus on and understand the learning content. Obviously, some young people also
have this problem—the inability to concentrate in front of the computer.

For some of the learners, various distractions arise, they do not understand the
lesson at the moment, they do not want additional explanations because they think
it is inconvenient to ask in front of everyone and so the gaps accumulate and these
gaps later become ignorant. In many of the disciplines, knowledge is a continuum
and there is continuity and connection; i.e., when there are misunderstandings or
ambiguities and they are not filled, new ambiguities arise, which creates a long
chain of learning problems. In the in person training, perhaps the environment itself
creates more conditions and opportunities to ask after class or to seek contact with
the teacher; although in person training students with poor grades, not understanding
the study material or not making the necessary learning efforts were noticed.

In this regard, another component of in person training should be noted—*"“text-
books are adapted for face-to-face training” (33.6%), manuals also involve working
in class. In general, the history of education has been related to the face-to-face
forms and this tradition cannot be changed in a short time. Students, parents and
teachers have such an attitude. Respectively, the percentage of people who indicated
this answer is 1/3 of all persons.

“Insufficiently good technological environment” is cited as a difficulty in online
learning of almost 1/3 of the sample—29.1%. This answer is indicative that not
everywhere—at home, children have identical technological possibilities to be on
the Internet and maintain a good connection. The issue of the divisions caused by
digitalization has already been raised; and it will continue to attract attention.

“Insufficiently trained teachers” as a disadvantage of online learning is indicated
by 26.1% of respondents. Undoubtedly, the lack of preparation of teachers to work
in a digital environment becomes an unfavorable factor in conducting online classes.
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One of the things that is not so important for the respondents is the “cost of
digital learning®. This answer “Online learning is expensive” is given by only 3.7%
of people in the survey.

Each of these factors undoubtedly affects the reduction of the attractiveness of
online learning. These factors are of different essence—some of them are related to
the nature of training, others related to its participants, others affect the technological
characteristics of the environment. Taken together, these factors are indeed multi-
faceted, but they are important because they show in what aspect the active work
of various educational institutions, the non-governmental sector, as well as at the
management level—regional and national—should be deepened. It is obvious that
online learning has established itself as a learning reality and will continue to have
its significance, so it is important to improve it with a view to improving it in the
future.

Therefore, as a deepening of the topic of the effectiveness of distance learning,
the issue of the nature of the digital forms used was included. There is an under-
standing that just as in the classroom in face-to-face learning, there is a need to
diversify the forms of teaching, so in online learning you need to think about innova-
tive approaches, attracting attention, creating interactivity. Respondents were offered
several different forms through which such diversity can be achieved and whether
they are present in their online learning.

— Short-term videos for better perception (Tiktok, Instagram). They were mentioned
by 14.5% of the persons, as finding a place in the online education process;

— Standard videos with explanatory content (YouTube, Facebook). This form was
indicated as used in the training by 46.4% of the persons;

— Video lessons—indicated by 68.6% of the respondents;

— Other forms—39.7%.

The presented set of different forms shows that in the current online learning
teachers from secondary and higher schools in our country are trying to create a
diverse environment, to look for different opportunities to attract attention, to make
learning more interactive and more understanding as content. In this context, two
important circumstances can be highlighted. The fact that the majority of Bulgarian
teachers in secondary and higher education in a short period of time had to acquire
digital skills and be adequate to the online environment.

In March 2020 (the beginning of the COVID-19 pandemic), the percentage of
those who could use digital platforms, create classrooms, create video tutorials,
share the screen, etc., was small. Gradually, teachers became more confident as they
expanded their digital skills by learning “step by step” and gradually their knowledge
acquired relevant dimensions of the requirements of time and learners. The second
important circumstance, which must also be taken into account, is related to the age of
the teachers, both in the secondary and in the higher schools in Bulgarian conditions.
The high percentage of adult educators means difficulties with the acquisition of
digital skills, which are of great importance in the online process. In this sense, the
rejuvenation of the teaching staff or the setting of requirements for digital literacy
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above the basic level, which should be linked to the remuneration of teachers, is
a milestone in the work and a criterion for qualitative digital teaching skills and
training.

4 Conclusion

Based on the results obtained from the survey, several conclusions can be drawn.
Digitalization has a place in Bulgarian society and it is at a good level. The online
learning is assessed relatively positively, it is perceived as a good step and solution
and people evaluate it as a main element of the educational space. One of the advan-
tages of online learning is its flexibility. Instead of training taking place in a fixed
place and time, with the help of high technology it can take place anywhere and
at any time. Online education uses a variety of forms of expression—video, audio,
text, tests, etc., which in turn could lead to higher engagement and efficiency in
understanding, remembering and reflecting information, as it helps participants with
different learning styles. The consequences of the change in the way of learning in
school and university education can be found both in the psychological and emotional
state of the students and in the quality of the education they will receive [5].

A main conclusion of this article is that various improvements need to be made to
make the online education activity more effective. The most important thing to think
about is how to overcome the shortcomings of online learning and how to deal with
them for people of different ages and statuses.
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Abstract The pre-election campaign for the early parliamentary vote in Bulgaria on
July 11, 2021 was held in the conditions of an uncertain COVID-19 situation, polit-
ical confrontation and the games of the European Football Championship. Following
the trend of the previous regular elections of April 4 after which no government was
appointed, Internet platforms and especially social networks have become increas-
ingly popular channels for politicians to communicate with voters. The aim of the
study focuses on the dynamics of pre-election online communication. The object is
the specifics of the Internet connection between the audiences and the candidates for
members of Parliament during the election campaign in July compared to the previous
one in April. The subject refers to the digital election messages of the leaders of the
political forces, presented in their Facebook profiles. The methodology is an empir-
ical study and comparative analysis. The scope includes those political forces that
have passed the 4% electoral threshold. The results are indicative for those interested
in digital political communication during social isolation of pandemic.

Keywords Digital communication * Social isolation + Pre-election messages *
Social networks - Pre-election parliamentary campaign

1 Introduction

During the period of democratization—since 1989, the election campaigns in
Bulgaria have developed in parallel with the demonopolization, liberalization and
transformation of the media system. Nevertheless, the deregulation of the radio
and television broadcasting sector was protracted, giving way to the rise of two
interrelated processes—politicization of the media and mediatization of politics
[1]. Since the beginning of the new century, these processes have accelerated with
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the widespread use of digital technologies in everyday communication. However,
radio and television, despite their simultaneity, are drastically lagging behind in the
high-speed race for consumers’ attention.

The deficits of democratization feed the ground for the development of populism
as a political concept and rhetorical style. Nowadays constant migration between
political actors, which escalates in the use of populist approaches, characterizes the
political environment in Bulgaria. In fact, the use of populist phraseology is evident
in all political forces in the country, whether left or right. Political leaders and parties
with pronounced populist behavior have mixed, often changing characteristics.

The messages of the political actors address the audiences mostly through the
media. Populists’ strong criticism of the status quo and the chimera of democracy
usually intertwine with the function of the media as a corrective factor in relation to
public authorities. The growing impact of social networks on the process of communi-
cation between the public and political formations generates a reasonable assumption
that this model of interaction will develop, especially in the realities of social isola-
tion, such as that caused by the COVID-19 pandemic. That is why it is especially
important to outline the trends and peculiarities in the development of these relations
in the context of the dynamics of the pre-election online communication between
politicians and the public.

2 Methodology

The research, undertaken by an academic team from the Sofia University “St. Kliment
Ohridski” in two stages (04.03.-04.04.2021, and 11.06.-11.07.2021), is focused on
the dynamics of the pre-election online communication between politicians and the
publics in both the 2021 elections for a national parliament. It draws on the framework
and results of the analysis of the April regular vote compared to the July early elections
in the context of the epidemic caused by COVID-19 [2].

The object is the specifics of the Internet connection between the modern digital
audiences and the candidates for MPs during the two election campaigns (April and
July 2021) in Bulgaria. The subject refers to the digital election messages of the
leaders of the political forces, presented in their Facebook profiles during the one-
month election campaign. The methodology is an empirical study and comparative
analysis. The scope of observation includes political forces that have crossed the 4%
electoral threshold.

The study examines the verbal and non-verbal communication of candidates, the
quality of their messages in terms of positivity, negativity or neutrality, as well as
their commitment to social, health, economic, technological and other important
issues related to the welfare of the population in a country—member state of the
European Union. The frequency of Facebook use by political leaders, the dominant
issues in their messages, as well as the digital activity of the audiences have also
been monitored.
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3 Results

In the more than three decades since the democratization process began in 1989 eleven
parliamentary elections (1990, 1991, 1994, 1997, 2001, 2005, 2009, 2013, 2017 and
2021—2: 1 regular and 1 early) were held and eleven governments appointed, of
which only four have completed a full four-year term of office and seven were
caretaker cabinets. This shows a worrying deficit of representative democracy in
Bulgaria.

The early elections for the national parliament in July 2021, like the previous
regular ones in April, were held in a situation of global insecurity in such social
spheres as healthcare, economy, politics and others. The only legislative result of
the 45th National Assembly, which lasted less than a month, was the hastily revised
Electoral Code, voted on the eve of Good Friday, contrary to the Rules of Procedure,
but with the intention of ensuring greater fairness of the vote. A new Central Election
Commission was appointed, compulsory machine voting has been introduced for
sections with more than 300 voters, and the restriction of 35 sections in non-EU
countries has been lifted.

Although the early elections in July were the most expensive in the country’s
electoral history, turnout was unusually low—42.19% or 8.42% less than the regular
vote in April [3]. The activity of early voting seemed to disprove the effectiveness
of the massive introduction of machine voting. Thus, only 38% of those obliged to
vote with machines in sections with 300 or more voters went to the polls, while
significantly more—55%, were those who voted with paper ballots. Resistance to
machines refused many to go to the polls. Preventive actions by law enforcement
agencies in places where there were suspicions of controlled voting, although loudly
announced, were not sufficiently fair and effective.

The wisdom of the Bulgarian people gave a second chance to those political forces
elected in April, without again having the upper hand of any political formation.

If for the regular elections in April the participating political entities could be
divided into two: parliamentary (Coalition Citizens for European Development of
Bulgaria—CEDB/Union of Democratic Forces—UDF; Coalition Bulgarian Socialist
Party-BSP for Bulgaria, and political party Movement for Rights and Freedoms-
MRF) and non-parliamentary (political party There Are Such People, Coalition
Democratic Bulgaria-DB and Coalition Stand up! Goons out!-SUGO), in the July
déja vu all six ranked equalized as parliamentary represented, regardless of the time
of their stay in the National Assembly or the effectiveness of their activities in it
for the formation of policies and legislation ensuring sustainable development of the
country.

All participants in the election campaign, both in the regular and in the early vote,
and not only those who crossed the 4% barrier, have bet extremely seriously on their
presence on the social network Facebook during both one-month campaigns. The
candidates who ran for the 240 seats in the National Assembly for the early vote in
July did not differ significantly from the ones for the regular vote in April: 64 (vs.
71) were the political formations organized in 15 (vs. 18) political parties, 8 (vs. 12)
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coalitions and 1 independent candidate. In the remake, the winners were again the
same—two parties and four coalitions, representing 33 political entities, formed the
46th Parliament. However, the change in the rules led to a shift in the ranking. And
not only that: the massive negative rhetoric against the former ruling CEDB-UDF
coalition by all ranked political formations, by the President and by some ministers of
the caretaker government and during the campaign period contributed to this (Figs. 1
and 2).

There are such people became the leader, winning 14 new seats, 3 of which from
the vote abroad. Democratic Bulgaria also increased its score by 7 seats, incl. one
from abroad and ranked fourth, displacing the MRF, which remained fifth and won
1st place in the vote abroad, but reduced its result by 1 MP—from 30 to 29. The
CEDB-UDF coalition lost the most—12 seats, although it ranked second. BSP for
Bulgaria retained its third position, but lost 7 seats. Stand up! Goons out! Which was
renamed to Stand up! We are coming! Was again last, with one MP less—from 14 to
13.

Fig. 1 Election results = CEDB-UDF- 75 seats
(04.04.2021)

= TASP - 51 seats

‘ = BSP for Bulgaria - 43
50 seats
‘ ‘ MRF — 30 seats

= DB - 27 seats

= SUGO - 14 seats

Fig. 2 Election results = TASP — 65 seats
(11.07.2021) 5,42%

= BSP for Bulgaria — 36
seats

DB - 34 seats

= MRF - 29 seats

= SUWAC - 13 seats
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During the early parliamentary elections, 3,973,856 registered voters (57.81%)
were not represented in the 46th National Assembly, which is a challenge to its
legitimacy. All these people were not asked about the program and composition of
the government, nor how to outline the priorities for governing the country, which
is counterproductive for democracy. Obviously, most Bulgarians refused to comply
with media, political and sociological propaganda, especially when they did not meet
their needs. It seems that their idea of a democracy in which causes, values and prin-
ciples are upheld was undermined by the wave of populism, defending interests and
unfulfillable promises, skillfully playing with people’s fears and hopes. Fairly criti-
cizing previous managerial shortcomings, the populists had no vision of proposing
a meaningful program for their change and energy to implement it. And any social
change is a long, consensual process, not a momentary “erasure” of the political
legacy (both good and bad). The remake of the neglect of the dialog, of the belittled
prioritization of the public order, leads to the replacement of the people’s discontent
by a fake democracy.

All participants in the election campaign, both in the regular and in the early vote,
and not only those who crossed the 4% barrier, have bet extremely seriously on their
presence on the social network Facebook, during both one-month campaigns.

Following the aim of this study, focused on the dynamics of pre-election online
communication in the two parliamentary votes in 2021, the messages of the leaders of
political parties presented in their Facebook profiles during the one-month campaign
for the regular elections (04.04.2021) and for the early voting (11.06.-11.07.2021)
were examined and compared. Due to the limited size of this article, the results will
be presented only for those political forces that have crossed the 4% barrier.

The Facebook campaign of the leader of There are such people Slavi Trifonov is
perhaps best characterized in Katherine Calvait’s comment in Siiddeutsche Zeitung:
“A model for success? More mockery. Trifonov, musician, presenter, TV star, neo-
politician, no program. During the election campaign, he hardly showed up, his ideas
were deliberately formulated in a vague way. Now that he can form a coalition with
other reformist forces and will have to present a government program, he comes up
with conditions that cannot be met, so the question arises: Is the man a visionary or
a charlatan?” [4].

Overall, the campaigns of Boyko Borisov—the leader of the coalition CEDB-
UDF and former Prime Minister’s Facebook page were rational and pragmatic. He
was trying to play the role of a unifier of the nation. In both campaigns, among the
posts published on his Facebook page were listed those of some European leaders
who declared their support for him, such as the one by Manfred Weber, the chairman
of the Group of the European People’s Party in the European Parliament.

The Facebook profile of the leader of the Coalition BSP for Bulgaria Cornelia
Ninova in both campaigns was moderate in intensity. The key words of her messages
were predictability and stability.

The coalition Democratic Bulgaria has two chairpersons. The campaign of one
of them—Hristo Ivanov on his official Facebook page for the elections on July 11
does not differ in style from that of the regular vote on April 4, 2021. He relies on
expert speech, not so much on emotional personal posts. The main message is the
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need for change and the statement that the DB coalition knows how to make this
change. In general, the style and approach of the online campaign on Facebook of
the other co-chairman of the DB coalition Atanas Atanasov also did not differ much
from the campaign for the parliamentary elections on April 4, 2021. He also relies
on a rational rather than emotional approach. Most of his posts are related to links
to interviews and media publications.

The Facebook profile of the leader of the political party MRF Mustafa Karadayi is
characterized by an unobtrusive and casual election strategy. Verbal communication
is almost non-existent in both election campaigns. The agitation is reduced to modest
photos and videos. There is no tension from the upcoming race, but rather confidence.
It seems that the MRF leader does not rely only on the election campaign on the social
network, but rather on a hard electorate.

The Facebook page of the leader of the coalition SUGO/SUWAC Maya Manolova
is very active but it is dominated by populist promises. The short, meaningless life of
the 45th parliament in Bulgaria shows the political weakness of the MPs, who failed
to realize the key role of the political institution in representative democracies.

The comparative study of the two election campaigns (for the regular vote in April
and for the early one in July) analyzes the verbal and non-verbal communication of
the leaders of the political forces, overcoming the 4% barrier. The quality of their
messages on Facebook in terms of positivity, negativity or neutrality, as well as their
commitment to social, health, economic, technological and other important issues
related to the welfare of the population in the country as a Member State of the
European Union were also studied. Moreover, the digital activity of the audience
was also monitored.

The results of the analysis show that during the election campaign Bulgarians
preferred to be informed first by television, and then—by social networks—mostly—
by Facebook. Online communication replaced live political contacts with the public,
and the numerous likes, comments and shares expanded the boundaries of the audi-
ences. However, the number of publications, the frequency of use of the social
network, as well as the invested funds did not turn out to be directly proportional
to the achieved success. Judging by the quality of the content of the posts, relying
on populism in its various dimensions was the most profitable strategy. For some of
the new political formations, aggressive rhetoric was also effective. In a few of the
Facebook profiles surveyed, political leaders clearly set out their intentions so that
voters had the opportunity to make informed choices.

The common conclusion for both campaigns is that the populist and emotional
messages of the long time TV showman Slavi Trifonov—Ieader of the political
party There are such people—were formed around the position of “anti status quo”,
the importance of people’s opinions, patriotism and national pride. Although the
publications are few, his page is popular—the interactions are several thousand.

In general, the rational, pragmatic campaign is leading on the Facebook page
of the leader of the Coalition CEDB-UDF Boyko Borissov. The scale of the work
conducted by the governments led by him was predominantly represented.
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The Facebook profile of the leader of the BSP for Bulgaria Coalition Cornelia
Ninova was moderate in intensity. The key words of the crisis management
Coalition’s messages were predictability and stability.

The election campaign of the political party Movement for Rights and Freedoms
was extremely modest in the Facebook profile of its leader Mustafa Karadayi and
passed under the motto “Restart of Statehood”. As a strategy, the MRF did not rely
heavily on the publicity created by the social network to increase the number of its
voters.

The messages in the election campaign of the Coalition Democratic Bulgaria
adhere to political topics through expert speech, and not through emotional speech
or other techniques. The Facebook profiles of the two co-chairs Hristo Ivanov and
Atanas Atanasov follow this line of communication with the voters.

And the coalition Stand up! We are coming! Relied on its leaders’ Facebook
activity—Maya Manolova in June-July, together with Nikolay Hadjigenov in March—
April. The campaign had a very populist flavor. Despite the tireless work and energy
to attract a stable electorate, the results of the Coalition did not show much success.

Coincidentally or not, the President scheduled both votes on days that do not
stimulate the turnout—04.04.21 coincided with the Catholic Easter, and 11.07.21—
with the finals of the European Football Championship. Although the number of
polling stations in countries outside the European Union has increased for the early
voting, the last-minute compulsory machine vote for sections with more than 300
voters had not a positive effect on voter turnout. The election in July was too expensive
and unrepresentative—57.81% of the registered voters or 3,973,856 did not go to
the polls. In other words, the leading There are such people represents 9.57% of
all registered voters, the second-placed CEDB-UDF coalition—9.34%, the third-
placed coalition BSP for Bulgaria—5.32%, the fourth-placed coalition Democratic
Bulgaria—5.02%, the fifth-ranked political party MRF—4.26% and the last, sixth
political force Stand up! We are coming!—1.99%. The total legitimacy of all elected
political forces in the 46th National Assembly is 35.5%, or nearly twice as many are
those registered voters—4,571,068 (64.5%) who have no political representation,
compared to 2,302,716 who had, although highly fragmented, an extremely difficult
obligation to create effective policies in the interest of the people.

4 Conclusion

The dynamics of the election campaign of the participants in the race for both the
45th and the 46th National Assembly show that neither the amount of funds invested
in political advertising, nor the scope of media and online activity, nor populism in
its various dimensions are sufficient for electoral success. Deficits in the quality of
advertising forms, in the clarity of party programs, and in the purposefulness of the
messages are the more serious challenge to the informed choice of voters.

The counterproductive behavior of the 45th National Assembly led to a remake of
the campaign for early voting, which offered déja vu messages, continued neglect of
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dialog, underestimated prioritization of public agenda, and the faking of democracy.
The 46th National Assembly also failed to form a regular government, and new
parliamentary elections were scheduled for November 14, along with a presidential
one.

The results of the study are indicative of those who are interested in digital political
pre-election communication in the context of the social isolation of the COVID-19
pandemic.
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Highly Stochastic Time Series Modeling m
using HTM in Comparison i
with Commonly Used Methods

Filip Begielto and Tomasz Blawucki

Abstract This study compares the HTM models applicability in highly stochastic
time series forecasting problems, to a range of commonly used approaches. The
models were tested on a real-world data, representing raw material usage in a food
processing company. The comparison was done on a set of 21 data series with a high
disparity of underlying process characteristics. HTM models were evaluated against
6 other approaches. As a result, HTM models were able to outperform other models
in 8 out of 21 cases, with an average improvement of around 20% of RMSE value,
scoring in the first place as a most accurate approach.

Keywords Time series - Forecasting techniques + Stochastic data modeling *
Hierarchical temporal memory + HTM - Machine learning + Deep learning - Data
science

1 Introduction

Modeling and forecasting of time series are a highly explored and important task in
modern research. Many crucial data take form of a time series and need to be predicted
accurately. A proper analysis of a time series allows a higher level of understanding
when it comes to the modeled process. To achieve this goal, a particular emphasis
needs to be placed on choosing an adequate modeling method to properly describe
the underlying structure and connections existing between the data points [1].

Two approaches can be distinguished when it comes to modeling time series:
time domain approach—based on correlation and autocorrelation analysis, and
frequency domain approach—reducing time series to a set of component features,
each described by its frequency, amplitude, and phase offset. Both approaches allow
for accurate time series analysis and moreover can be successfully combined to
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achieve better results [2, 3]. Another way to categorize models is their ability to
represent nonlinear dependencies in the data, hence linear and nonlinear models [4].

When it comes to forecasting, linear models were widely used up until recently,
due to their relative accuracy and transparency, or in other words, ease of explanation,
when it comes to the cause of prediction [2, 4]. With the advent of easily available
large datasets and higher computing power, it became possible to better utilize the
potential of nonlinear models such as deep neural nets [5]. Those techniques have
been used widely, not only for time series forecasting, but other highly complicated
tasks such as face recognition, cancer diagnosis, or crops harvest automation [6-8].

The problem of constructing an accurate model becomes even more pronounced
when it comes to time series with high level of noise or one representing a highly
stochastic process. In such cases, both linear and nonlinear models can struggle to
generate accurate predictions, albeit due to different problems [1, 4].

Hierarchical temporal memory, or HTM for short, is a novel machine learning
technology developed by Numenta. It is designed to closely emulate the structure and
processing capabilities of a neocortex, focusing especially on its pattern recognition
and sequence learning abilities [9]. Due to its architecture, a HTM model should be
highly stable and resistant to noise, without sacrificing any predictive capabilities [9—
11]. Those characteristics make HTM models a perfect candidate for highly stochastic
time series forecasting.

The aim of the paper is to examine how the HTM models compare to other, already
established forecasting methods when applied to predicting a real, highly stochastic
time series.

The rest of the paper is structured as follows. Section 2 presents methods and
models used during the course of the study. Section 3 describes the experiment frame-
work—dataset used and data processing as well as training procedures. Section 4
presents the results. Discussion and conclusion are covered in the Sect. 5.

2 Time Series Forecasting Methods

2.1 Commonly Used Approaches

During the course of the study, a representative group of commonly used models,
both linear and nonlinear, was used. Among the linear methods were ARIMA,
Holt-Winters seasonal method, and machine learning models. From nonlinear, two
approaches were chosen—deep neural networks and transformer model. Lastly, an
approach based on analysis of component signals, extracted with Fourier transform,
was added to the comparison.

Autoregressive Moving Average Models Autoregressive moving average models
(ARIMA) and its more complex variant—seasonal autoregressive moving average
(SARIMA) are one of the most known and widely used methods in time series
and forecasting tasks [12]. Both ARIMA and SARIMA models are providing good
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prediction accuracy and flexibility when it comes to representing various types of
time series, although itis necessary to check a series of statistical tests and apply trans-
formations to achieve a stationary form of the analyzed dataset beforehand. ARIMA
models find a wide range of applications, such as power engineering [13], flooding
prevention [14, 15], forecasting macroeconomic indicators [16], or predicting future
sales level [17].

Exponential Smoothing Models When modeling a time series with a strong cyclic
trend, a commonly used method is exponential smoothing algorithm. It is a simple
and stable method for time series forecasting, often performing better than more
complex models [18]. The idea behind this approach is to continuously revise a
forecast using the most recent data points as the model progresses. Exponential
smoothing method assigns exponentially decreasing weights to older observations,
while recent observations are given relatively higher weights [19]. Models based on
this approach are used throughout multiple industry sectors like power engineering,
fossil fuels, or tourism, where proper and accurate forecasts are crucial in tasks such
as production optimization, store management, or advertising campaign planning
[20-23].

Holt-Winters method (H-W) is one of such models. This method is used when the
data clearly show signs of trend and seasonality. Depending on the type of modeled
seasonality type, this approach can be further divided into multiplicative seasonal
models and additive seasonal models [19, 21].

Fast Fourier Transform Model The discrete Fourier transform (DFT) is an efficient
algorithm for computing the Fourier transform of a discrete data series. The usual
application of it is to analyze main frequency components, filter noise, or compress
signals to achieve theirs minimal representation [24, 25].

A novel approach is to use DFT as a tool for time series regression. Given a
series, decomposed to frequencies and magnitudes, its most important components
can be chosen and the inverse DFT calculated to re-generate a time series of desired
length. This approach is effective for medium length and short length series [26,
27]. DFT regression accuracy on series with strong cyclic and seasonal changes is
often competitive to more complex methods like autoregressive moving average,
or machine learning models [28, 29]. This technique finds use in critical resources
management [29, 30] and in stock index prediction tasks [25].

Machine Learning Models Employing machine learning (ML) models for tasks
like time series clustering, classification, or forecasting are becoming more and more
popular. Very often this data driven approach, in which models are given enough of
lightly preprocessed data, offers superior accuracy compared to classical statistical
approaches [31-33].

When it comes to forecasting a time series with ML models, this task falls under
classification as a supervised learning problem, in which the model is trained on a
finite set of subsamples, taken from the original series. This process relies on an initial
assumption that there are some dependencies between modeled process and chosen
input variables, so the proper selection of those is critical. During the model fitting
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phase, the impact of those input variables on the modeled process is established and
saved as a set of weights representing those relationships. Once the mapping is set,
the model can be used in the forecasting process [32, 34].

Deep Learning Artificial neural networks (ANN5s) are a recently dynamically devel-
oping extension of machine learning models. This kind of models require a significant
amount of hardware resources and data, but in exchange, offer a natural ability to
represent nonlinear dependencies in data, and as such have a great potential to solve
complicated problems, beyond the capabilities of previously presented methods [35].
Their multipurpose character allows ANNSs to be used in both univariate and multi-
variate, as well as single and multi-step prediction problems [36]. Additionally,
tasks already solved by autoregressive moving average models can also be relegated
to neural networks [37]. ANN models are also widely used in image recognition
tasks, natural language processing, stock market prediction, power grid electricity
load forecasting, fraud detection, air pollution prediction, robotics, and many others
[38-41].

A variety of unique ANN architectures were developed, but when it comes to
modeling a time series, two distinct variants appear to be the most popular:

Long-Short Time Memory (LSTM) A variant of recurrent neural network, which
resolves the problem of vanishing and exploding gradients, extending the memorizing
capabilities of the network when compared to classic recurrent ANNs. Manage-
ment of long-term temporal dependencies in data gives LSTM great capabilities of
modeling complex time series, especially when combined with additional, exogenous
data [42].

Transformer (TF) Unlike sequence-aligned models, this model does not process
data in an ordered series manner, instead the sequence is processed as one chunk
of data. Order information is encoded inside the model, using self-attention mecha-
nisms [43]. Due to this, transformer-based models have the potential to capture the
complex dynamics of time series data, which are challenging for sequence models.
This architecture, with some minor changes, can be efficiently used in very long
sequence time series forecasting tasks [44, 45].

2.2 Hierarchical Temporal Memory

The hierarchical temporal memory (HTM) model finds its root in a theoretical frame-
work called the Thousand Brains Theory of Intelligence, and more precisely, the prop-
erties of the neocortex proposed in it. It is based on an assumption, that by emulating
some of the features of the neocortex structure, especially the way neocortical neurons
are organized, a general-purpose Al model can be developed [46].

HTM model relays on a series of neurons organized into columns. All of the
columns and neurons are structurally the same, but differ when it comes to connec-
tions between them, which are developed during the training process and form the
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memory mechanism that allows them to recognize multiple complicated patterns [46,
47]. This mimics the structure of neocortex, which is mostly structurally uniform as
well, despite its regions being able to perform a plethora of specialized tasks [46].

The described mechanism is possible due to the departure from the simple artificial
neuron that is a basis of multiple currently employed neural network models. A HTM
neuron is closely resembling a pyramidal neuron—the type of excitatory neurons
present in the neocortex. As such, it can be divided into two zones, proximal zone, that
represents the feed-forward input, and distal zone, containing multiple connections
to both neurons in the same regions providing the context, and feedback connections
from other regions [9, 48]. In this way, a neuron reacts to a current input and can
stimulate other neurons, it is connected to. Depending on which connections are
active, a neuron can be in an active state—the cell is activated by a current input, a
predictive state—the cell might become active due to the next input, or inactive state.
The neurons output can only be binary [49] (Fig. 1).

Following the HTM structure, all the neurons are organized into columns. Each
column consists of the same number of neurons and receives the same feed-forward
input [47]. A column has the potential to be in active state, if any number of the
neurons it comprises of becomes active, otherwise it stays inactive. Each combination
of active columns corresponds to a single value, or rather, a pattern of input bits it
encodes. Those combinations emerge during the first step of the training process [48]
(Fig. 2).

B Feedback Cc

Context
B ——

Feedforward Feedforward

Fig.1 Comparison of a classical artificial neuron (a) pyramidal neuron (b) and HTM neuron (c).
Source [49]
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Fig. 2 Visualization of the training process for the HTM model. Source [49]

The next step consists of gradually building and strengthening the connections
between neurons in columns activating in sequence, as to allow the neuron in predic-
tive state to properly forecast what value comes next. This includes reducing the
number of neurons activating in each column from all to a necessary minimum [48,
49]. Due to this, each encoded by active columns value can be properly understood
and predicted in different series, since a single column may be activated by one of
many belonging to it neurons signifying a different context.

An important part of the HTM model is its inner representation of data, which ties
to its ability to reduce a number of active neurons in columns. Since in a neocortex
the analyzed patterns appear to be represented only by a small portion of neurons
active at the same time, HTMs follow a similar approach [50]. This data format
is called a sparse distributed representation (SDR). It assumes that at high-enough
dimensionality, only a fraction of space (usually around 2% according to literature
[9, 49, 50]) needs to be used at once to encode an information. Using SDR proves
to not only improve robustness and stability, when it comes to a highly noisy data
encoding, but also positively affects learning speed and computational efficiency
[10, 50].

To further improve the benefits of SDRs in HTM models, an initial module
called the spatial pooler is used. Its role is to convert an arbitrarily encoded binary
input into an SDR through a combination of competitive Hebbian learning rules and
homeostatic excitability control [11].



Highly Stochastic Time Series Modeling using HTM ... 109

3 Experiment Framework

3.1 Problem Formulation

When it comes to real-world data, most of the analyzed time series are highly
stochastic due to plethora of external variables influencing the modeled process.
In this study, we try to apply a recent and less explored approach—namely HTM
models, to predicting such data in comparison with other, widely used and proven
methods.

3.2 Dataset Description

Since we attempt to research a possibility of predicting a highly stochastic process
at a commercially acceptable prediction accuracy level, as our dataset, we have
chosen 21 raw material indices (SKU). This data were provided by a non-disclosed
international food processing and manufacturing company and represent a real usage
in a production process. Each index is unique regarding the past usage characteristics.
Individual SKU usage history varies in: usage history length, usage stability over
time, outlier observation presence, and outliers occurrence frequency and stationarity.
Additionally, throughout the SKUs, we can observe a number of different trends—
some of them are characterized by a constant usage growth over time, others maintain
a stable level of it, or in some cases, the demand is slowly decaying (Fig. 3).

Time series data are aggregated as weekly usage values—quantity of material
used in a particular week is the sum of all observations within this period, assuming
Sunday as the first day of the week. In addition, the data have been extended with
date time information, connected to each of the weekly usage values.

Fig. 3 Representative group of 3 out of 21 SKUs. The usage values have been rescaled for the
purpose of visualization
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3.3 Preprocessing and Training Process

The preprocessing and training process differed slightly, depending on the model,
since a wide range of types of approaches were used in the comparison.

Due to the nature of the data, it was necessary to fill values with zeroes, for the days
missing due to no material usage. In addition, the data were resampled, to achieve the
predetermined granulation of one week. This was done for each of the approaches.

To help the process of fitting, for machine learning, SARIMA, and Holt-Winters
models, each of the data series was scaled individually using MIN-MAX scaler. It is
important to note that maximal and minimal values were established on the training
set, but the transformation was performed on the whole time series—both the training
and validation sets. To remove the solitary, outlying data points that could disrupt the
training process, an anomaly filtering and log transformation were performed on the
data. This procedure was beneficial for all of the classical approaches, which are all to
a degree sensitive to being skewed by outliers and require the data distribution to be
as close as possible to Gaussian distribution. For the models that require data series
to be stationary, or as close to it as possible (SARIMA, Holt-Winters, linear ML
models), the data were transformed to the form of the first difference of the original
series. Seasonal component of the date was encoded with radial basis function (RBF).
In the case of linear machine learning models that due to their limitations are unable
to perform time dependency modeling, the data were extended by lagged features,
ranging to 5 steps in the past.

When it comes to HTM models, the preprocessing was minimal. No initial data
filtering or augmentation was performed. The only transformation included shifting
usage values by adding a set amount, different for each SKU, to eliminate negative
values. To ensure a proper forecast, the same value was later subtracted from the
predictions. As per the model requirements, the data were then binary encoded,
using a RDSE encoder for the raw usage data, and a default date encoder, set to
encode only the seasonal portion of the date information. For the scalar encoder, its
resolution varied, depending on the data series being encoded, and was calculated
based on the minimal change between data points and the series width, understood
as a difference between maximal and minimal value. After that, both portions of the
encoded data were concatenated and converted into a SDR.

For the purpose of training, we separated the dataset into individual SKU subsets.
Models were trained independently for each of the SKUs. As a validation set, we have
separated observations corresponding to 13 last weeks of the set. This set was left
out of the training process and was used solely for the purpose of evaluating models
predictions. As the accuracy metric, we have chosen the root mean square error
metric (RMSE). Since the SKU data are only applicable in real-word cases when
aggregated per month, the predictions for the validation period were transformed
as such, and RMSE was calculated between the both aggregations. This approach
allows us to negate the adverse effect of minimal spatial misalignments (~1 week)
between the prediction and real data when it comes to calculating RMSE.
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The exact training process differed slightly between the approaches. For SARIMA
models, 400 variants of parameter combinations were tested, and the one scoring best
on the validation set was chosen. Both of the neural network architectures—LSTM
and transformer—were trained for 100 epochs with the early stopping mechanism
being implemented. Each run has been repeated 5 times, and the best fitting model,
according to RMSE, was saved. Around 120 parameter variants of triple exponential
smoothing options were checked, and the best combination, based on RMSE score
on validation set, has been saved. When it comes to linear machine learning models, a
number of candidates were tested for each of SKUs—Tlinear regression, ridge regres-
sion, random forest, Huber regression, multi-layer perceptron, and AdaBoost regres-
sion. Each of the models was fitted on a training subset of each series, and its accuracy
was tested on a validation set. The model with the best accuracy score was chosen as
most appropriate to forecast the series. Due to the construction of the DFT regressor,
this model did not required any optimal hyperparameters search procedure.

The HTM model being tested consisted of a standard set described in literature—
spatial pooler, temporal memory, and a predictor module. During the training phase,
a total set of 50 models per SKU were trained. The best performing model was
chosen based on a combined accuracy metric. To ensure both, a good representation
of the specific characteristics of a series, as well as its general trend, the metric was
calculated as a weighted average of the RMSE calculated on a weekly granulation
and of the RMSE calculated on data aggregated per month, with slightly higher
weight placed on the monthly aggregate.

4 Results

The results of the analysis are presented in Table 1. As we described before, the main
comparison metric was RMSE calculated between monthly aggregated data from the
validation set and corresponding predictions aggregated as such. For simplicity sake,
each SKU was assigned a numeric id, which is presented in the first column of the
table. Subsequent columns contain scores of models as follows: Holt-Winters (H-W),
SARIMA, machine learning (ML), discrete Fourier transform (DFT), transformer
model (TF), long short-term memory model (LSTM), hierarchical temporal memory
(HTM). The most accurate model for each SKU is highlighted in bold.

The results show that HTM models are highly competitive when it comes to
forecasting a stochastic time series. In this particular case, out of 21 different raw
material usages over time, HTM models were the most accurate in 8 of them. For
those 8 cases, HTM models, on average, showed around 20% improvement (from
4.5% to 47.6%) when compared to the next most accurate approach. Out of the
commonly used approaches, SARIMA models proved to be the most accurate with
6 out of 21 best predictions, placing second after HTM.

Was SARIMA with only 6 out of 21.
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Table 1 Comparison of RMSE metrics calculated on monthly aggregated predictions, for all the
commonly used approaches and HTM models

H-W SARIMA ML DFT TF LSTM HTM
1 205.5 304.8 203.0 197.0 254.9 311.6 168.3
2 619.6 641.9 153.6 541.4 636.3 594.1 274.9
3 866.8 305.2 488.6 911.6 730.8 1200.5 793.6
4 364.8 205.6 175.8 1244.3 1154.8 871.7 139.0
5 87.8 11.0 65.3 3304 151.4 130.5 20.3
6 202.9 41.9 507.6 505.5 2511.0 2257.7 1481.8
7 1065.3 571.3 709.5 1790.1 1601.1 1834.5 457.0
8 314 14.5 23.8 130.7 38.2 22.6 13.8
9 423.4 242.2 887.3 355.2 310.4 423.8 332.4
10 194.4 95.9 260.4 751.9 324.1 398.5 22.8
11 519.9 581.3 787.1 1915.0 1655.9 1305.2 587.4
12 86.0 87.1 117.6 111.7 118.4 54.8 73.1
13 233 23.5 21.2 11.6 13.0 10.5 21.4
14 34.1 333 39.0 41.3 327 26.1 27.5
15 29.9 52 19.7 17.5 36.2 18.4 4.0
16 26.9 11.2 6.3 98.8 110.7 72.7 21.0
17 102.6 81.6 153.5 194.6 199.3 463.2 85.4
18 274.8 101.7 230.6 1321.7 1016.3 942.7 691.8
19 26.4 16.1 27.0 46.4 22.8 234 14.5
20 87.1 59.3 65.6 392.7 197.5 104.4 31.1
21 151.3 257.4 506.3 341.1 620.3 586.0 193.2

5 Discussion and Conclusion

The main aim of this paper was to examine how the HTM model compares to other,
already established forecasting methods when applied to predicting a real, highly
stochastic time series. For this purpose, a set of data representing raw material usage
in a food processing company was used. As a representative group of commonly used
approaches, several different models were chosen, namely Holt-Winters, SARIMA,
machine learning models, DFT, transformer model, and LSTM model.

For the purpose of a fair comparison, a minimal necessary amount of prepro-
cessing was applied on the dataset for each model. The last 13 weeks of the datasets
were established as a validation set on which the models predictions accuracy was
compared. The HTM models proved to be the most accurate in 8 out of the 21
cases, with overall gain in accuracy around 20%, ranging from 4.5 to 47.6%. It is
worth noting that the HTM models were successfully trying to model the real shape
of the modeled data series, including cyclic “spikes,” that would be interpreted as
anomalies by other methods. When analyzed in weekly granulation, this feature of
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HTM models proved to be detrimental in some cases, when measured by a RMSE
metric. This happened due to prediction misalignment with the real values by an
order of a single granulation unit (1 week), which in real-world applications are of
little significance. That assumption was further proven, when the data were analyzed
in monthly aggregation, in which the aggregated HTM forecast closely aligned with
the aggregated target series.

The results of this study prove that HTM models are noise resistant and able to
model even short time series. Additionally, this approach is able to represent volatile
data, with changing trend and variability, as opposed to the most of statistical models.
This ability is shared by artificial neural networks, but they require a longer data
sample to adapt to the change and do not retain information about a long absent
patterns.

When it comes to the data with no apparent patterns, simpler models were the most
accurate, as they modeled only the average value of the time series, thus achieving
the lowest RMSE scores.

Although the present study provides promising results, it is only preliminary,
and further improvements could be possible, when applied to a wider range of data.
Moreover, in this study, we assumed only a necessary level of preprocessing, but
HTM models could benefit from additional data enhancing and feature engineering.
This includes, extending the datasets with exogenous information, not present in this
analysis.
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Abstract The cyclic bandwidth sum problem (CBSP) consists in embedding a host
graph into a cycle graph while minimizing the sum of cyclic distances between guest
adjacent vertices embedded in the host. While the problem has been addressed by
heuristic and metaheuristic methods, to the best of our knowledge, this is the first
effort to apply exact methods. This work presents preliminary results on the use of
constraint programming (CP) and a branch & bound (B&B) algorithm to solve the
cyclic bandwidth sum problem in small graphs from commonly employed topologies.
We created a CP model of the CBSP and devised two further refined versions by
adding new constraints based in problem-specific knowledge. For our proposed B&B
algorithm, we designed a custom criterion for search priority employing estimations
of potential cost. The results provided an assessment of the pros and cons of both
methodologies, with the CP approach offering a more reliable alternative in terms of
solved instances, execution time, and implementation effort.
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1 Introduction

The cyclic bandwidth sum problem (CBSP) is a graph embedding problem (GEP)
[2] formally defined as follows. Let G = (V, E) be a simple finite undirected graph
(the guest) of order n, and C,, a cycle graph (the host) with vertex set |Vg| = n and
edge set Ey. Given an injection ¢ : V — Vy, the cyclic bandwidth sum (CBS) is
defined as:

CBS(G,9) = Y o) — )]y, ()

(u,v)eE

where |x|, = min{ |x|,n — |x|} (with 1 < |x| <n — 1) is the cyclic distance, and
the vertex in Vi associated with vertex u € V is denoted by the label ¢ (1). The CBSP
consists in finding the optimal embedding ¢*, such that CBS(G, ¢*) is minimum, i.e.,
@* = argmin ., {CBS(G, ¢)} with @ denoting the set of all possible embeddings.

The CBSP is an NP-Hard GEP [2] that arises in the simulation of network topolo-
gies for parallel computer systems, scheduling in broadcasting based networks, and
compressed sensing in sensor networks [5, 6, 8]. It has been tackled with an ad hoc
constructive heuristic [3] and metaheuristic algorithms [12, 14]. However, to the best
of our knowledge, there is no exact methods reported to solve it.

In this paper, we explored the use of constraint programming (CP) [11] and branch
& bound (B&B) [9] for solving small instances of the CBSP. We created a CP model
and incrementally refined it by adding more problem-related information. Then, we
compared it with our B&B algorithm, which was also designed with the CBSP in
mind. These methods give us a preliminary assessment of the use of exact approaches
for our problem and their potential for their improvement.

The rest of this work is organized as follows. Section 2 presents an initial CP
model and two refinements. Then, our B&B algorithm is described in Sect. 3. A
performance comparison for these methods is presented in Sect. 4. Finally, Sect. 5
summarizes our findings and future work.

2 Constraint Programming Modeling

CP is a useful paradigm for solving satisfiability and optimization problems by
employing a declarative approach, where problems are described by models stating
their characteristics. CP models are processed by solver software using efficient
filtering algorithms for search space exploration, while the model serves as a guide
to discard regions and to recognize optimal solutions. Models use three main types of
components to describe problems: variables, domains, and constraints. The variables
represent the solution to be created by exploring the specified domains, and the
constraints are conditions the variables must met, including the problem’s objective.
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A problem is solved through its CP model by producing valid solutions, in the form
of assignations of domain values to the variables, such that the constraints are not
broken [13].

CP can be particularly powerful for discrete combinatorial problems, because of
the finite domain character of their variables [1]. The constraint propagation is a
key distinctive aspect in CP. It reduces the search space recursively, by discarding
constraint breaking values from the domains of the variables and using information
about those values to reduce the domain of other variables involved in the same
constraint.

Once a good model is available, the CP approach is accessible and relatively
easy to implement, thanks to frameworks of specialized software, providing mod-
eling languages, interpreters, compilers, and solvers to create and process the mod-
els. Solvers implement advanced search algorithms based on trees, backtracking,
and techniques from various areas, such as mathematical programming, operational
research and artificial intelligence, to efficiently explore within the bounds defined
by a CP model. The CP models in this work were created using Minizinc [10], an
standardized modeling language that acts as an intermediary between the user and
solvers.

2.1 An Initial CBSP Model

Often, the same constraint can be expressed in different ways, some of which may
result more efficient. Therefore, it is key to effectively translate the features of the
problem into the CP paradigm. Performance can also benefit from a certain redun-
dancy in the constraints.

Data representation. CBSP instances consist of finite simple undirected graphs.
The format representation contains the number of vertices n, the number of edges
e,a2-Darray E(1...e, 1...2) listing the edges, where E (i, 1) and E(i, 2) are the
endpoints of the ith edge.

Variables. The decision variables represent the labeling, such that g(1..n) is an
array of the labels assigned to vertices, where g(i)’ is the label mapping guest vertex
i € V to host vertex g(i) € V'.

Constraints. CBSP embeddings are bijective mappings between guest and host
vertices, so the first constraint is that to each unique guest vertex corresponds to one
unique host vertex as a label, such that Vi, j € [1..n] |i < j with g(i) # g(j). This
constraint would be equal to a series of pairwise conjunctions stating that no pair
of vertices can have the same label, in the form g(1) # g(2) A g(1) #gB) A --- A
g() #gm) A--- N g — 1) # g(n).Large conjunctions can be costly to compute,
so many solvers implement instead customized efficient algorithms based on infer-
ences. These algorithms can be accessed via global constraints, which are concisely
express relationships among several variables. In terms of representation and rea-
soning, they provide a higher level of abstraction and better structure to the problem,
allowing filtering algorithms to be much more specialized and efficient. Therefore,
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we used the global constraint alldi f f erent [7], stating that all elements in an array
must be pairwise distinct.

alldifferent(g) 2

Objective function. The cost of a solution is the sum of cyclic distances cbs =
Y i_ distance(i), where distance(i) is the cyclic distance associated with edge
i. Each cyclic distance can have a value between 1 and dn.x = |n/2]. A cyclic
distance equals the length of the shortest path between two adjacent vertices of the
guest graph embedded in the host graph, expressed as Vi € [1...e] distance(i) =
min{n — |g(E(i, 1))|, |g(E(i, 2))|}. The goal of the CBSP is to find the lowest cost
embedding; therefore, the objective function for the model is to minimize the sum
of cyclic distances.

minimize(cbs) 3)

The first CBSP model is My, defined by the previously defined variables, and the
conjunction of the constraints and the objective, My = (2) A (3) .

2.2 Refined CP Models

Breaking cyclic symmetries. Since the host topology is cyclic, different label-
ings can result in isomorphic embeddings under rotation and mirror symmetries.
To remove those solutions from the search space, two constraints were added, ensur-
ing that only the lexicographicaly minor of the isomorphic embeddings is computed.
They state that the fist vertex must be associated with the fist label and that the label
of the second vertex must be lower than the label of the last one, thus eliminat-
ing the rotation and mirror symmetries, respectively. The first refined model, M|,
results from adding these symmetry breaking constraints to the initial model, thus
M, = MyA (4) A (5).

g)=1 “4)

8(2) < g(n) (&)

Adding upper and lower bounds. Including cost bounds can improve the perfor-
mance by discarding solutions with cost outside the bounds. The data representation
was modified to include two new input variables, the CBS lower bound /b and upper
bound ub. These values vary according to each graph topology.' In the case of graph

! Lower and upper bounds: https://www.tamps.cinvestav.mx/ertello/cbsp.php.
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topologies for which there are exact formulas to calculate the value of the optimum,
both ub and Ib got assigned that value. If this is not the case, the value of ub was
calculated according to topology specific upper bound formulas, in the case where
those exist, or the topology independent upper bound formula, otherwise. The value
of [b was set as e + 1. Model M, results from adding the upper and lower bound
constraints to model M, ; therefore, M, = M, A (6). Notice that in the case the exact
value of the optimum is known, then ub = [b and the constraints still hold.

b <cbs <ub (6)

3 A Branch and Bound Algorithm for the CBSP

B&B algorithms use a tree to implicitly explore a problem’s search space by creating
partitions of smaller subproblems. The nodes of the tree contain partially defined
solutions to such subproblems. From the root of the tree, the exploration process
branches promising nodes into new ones, creating partial solutions of higher order,
and pruning branches that can not lead to the optimum. This narrows the search,

Algorithm 1: Branch and Bound algorithm

1: up < dfs(G)
1 Q < empty priority queue
: Create root solution a by assigning a(1) <« 1
1 Q.push(a)
while Q is not empty do
b < Q.pop()
i < first unassigned node in b
for j € { unassigned labels in b} do
9: b« b
10: b (i) < j
11: cost(b') = fp(b) + fe(b)
12: if cost(b’) < f(up) then

A U o 4

13: if all vertices in b’ are assigned then
14: up < b’
15: else

16: Q.push(b’)
17: end if

18: else

19: Discard &’

20: end if

21:  end for

22: end while

23: g < up

24: return g
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discarding search space regions that do not contain the optimum [9]. Algorithm 1
shows our B&B. It begins by creating a solution to use its cost as initial upper bound.
This solution is created by a greedy labeling algorithm based on a depth first search
visit of the vertices of G, starting randomly.

The tree’s root is a partially defined solution of order one, with the first label
assigned to the first vertex. This solution is inserted in a priority queue to keep track
of the exploration, which ends when the queue is empty. When a partial solution b is
extracted from the queue, the branching process creates new nodes by assigning the
unused labels to the first unlabeled vertex in b. This produces n — o(b) new partially
defined solutions, where n is the number of vertices and o(b) is the order of b. A new
solution &’ is evaluated to decide if it will be further explored or discarded. Its cost
cost (') is the sum of a partial CBS f,(b") given by the defined part of the solution,
and a potential CBS f,(b'), given by the undefined one. The partial cost is the CBS
for the assigned edges, i.e., edges that have labels assigned to both endpoints. The
potential CBS is a best-case estimation where all the unassigned edges have cyclic
distance equal to one. A partial solution &’ is discarded if the sum of partial and
estimated CBS is greater than the CBS of the current upper bound solution up. If the
sum is instead lower, and &’ is fully defined (its order is n), then b’ is better than the
current upper bound solution up. Therefore, b’ replaces up. Otherwise, b’ cannot be
discarded, so it enters the queue.

The priority queue sets the exploration order using a combination of partial solu-
tion’s order, partial cost, and a more elaborated estimation of potential cost. Order is
prioritized before potential cost to produce completed solutions as soon as possible.
Partial solutions of equal order are untied by the sum of their partial CBS and esti-
mation f;(b"). The later is an heuristic estimation calculating the potential cost of
assigning the most suitable available label to one of the endpoints of the first found
edge that already has a labeled endpoint.

4 Experimental Results

We tested 30 graphs from diverse topologies commonly employed in the CBSP
literature. Experiments were ran in a computer with an Intel® Core™ i7-8750H CPU
at 2.20 GHz and 8 GB in RAM and 3600 s (1 h) as time limit. Our CP models
were created and solved using Minizinc [10], while the B&B method was coded
C++. Table 1 list the results, comparing the best solution cost and the total execution
time for the algorithms. It also includes the order, size, and density of the graphs.
Instances are considered solved only if the execution finished before the time limit
was reached, having produced an optimum (marked in bold). Blank cells mean there
was not any solution reported.

Model M, solved the smallest number of instances and it took the largest amount
of computing time. Adding symmetry breaking constraints in the refined model M;
was helpful to narrow the search, allowing it to solve five more instances than to the
initial model M. It also reduced the execution time for instances previously solved
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Table 1 Performance comparison of the original CP model M), the refined versions M and M>,
as well as the branch & bound algorithm

My My My B&B
Graph  |V| |E| den. Op* Ib ub Best T Best T Best T Best T

path25 25 24 0.08 24 24 0.38 24 0.50 24 0.41 24 0.01
path30 30 29 0.07 29 29 0.41 29 0.51 29 0.39 29 0.01
path40 40 39 0.05 39 39 0.45 39 0.55 39 0.37 39 0.01
cycle25 25 250.08 25 25 0.35 25 0.61 25 0.43 25 0.01
cycle30 30 30 0.07 30 30 0.31 30 0.69 30 0.41 30 0.01
cycle40 40 40 0.05 40 40 0.41 40 1.81 40 0.45 40 0.01
wheel25 25 48 0.16 181 181 1hr 181 1hr 181 0.39

wheel30 30 58 0.13 255 255 1hr 255 1hr 255 0.40

wheel40 40 78 0.10 440 440 lhr 440 1hr 440 0.44

cycleP25-2 25 50 0.17 75 75 819.80 75 1536 75 0.43 75 27.63
cycleP30-2 30 60 0.14 90 90 lhr 90 231.94 90 0.48 90 423.72
cycleP40-2 40 80 0.10 120 120 1hr 120 1hr 120 0.51

cycleP25-3 25 75 0.25 150 150 1hr 150 1hr 150 0.36 150 1hr
cycleP30-3 30 90 0.21 180 180 lhr 180 lhr 180 0.33 180 lhr
cycleP40-3 40 120 0.15 240 240 - 240 1hr 240 0.3 240 1hr
43 12 24036 25 52 52 29818 52 1508 52 2431 52 933
p4p3 12 17 0.26 18 36 29 5.94 29 1.14 29 0.90 29 0.13
p4p4 16 24 0.20 25 60 44 876.02 44 70.92 44 51.85 44 17.73
p5p3 15 22 0.21 23 48 42 267.00 42  31.89 42 29.24 42 9.88
p6e3 18 33 0.22 34 123 69 1hr 69 2148.73 69 2180.70 69 504.16
p6p3 18 27 0.18 28 60 55 lhr 55 3369.98 55 1560.77 55 426.58
p3c4 12 20 0.30 21 44 40 54.55 40 5.89 40 2.95 40 1.67
p3c5 15 250.24 26 55 55 lhr 55 936.39 55 577.85 55 287.31
p4c3 12 21 0.32 22 57 43 6534 43 5.00 43 4.02 43  2.08
pécd 16 28 0.23 29 76 64 1hr 64 2458.22 64 2558.77 64 881.27
p5c3 15 27 0.26 28 87 56 1900.63 56 156.42 56 101.53 56 35.63
c3k4 12 30 045 31 88 72 1058.78 72 76.63 72 4217 72 29.69
p3k4 1226 0.39 27 80 58 243.11 58 18.12 58 16.18 58 6.19
rand10-7 10 32 0.71 33 88 51 19.81 51 1.37 77 2.61 77 139
rand10-9 10 41 091 42 113 90 78.99 90 3.54 106 4.88 106 1.70

by model M. The constraints for upper and lower bounds, added in the the second
refined model M>, helped it achieve further improvements in performance. Model M,
was successful with all the graphs solved by model M, plus seven more. Model M,
was the only method able to consistently solve wheel graphs, even when compared to
the B&B algorithm. The performance of the later was almost comparable to model
M,, being faster in a couple of cases. However, it was not capable of solving all
the considered graphs. It did not produced any solution for the wheel graphs of
order larger than n = 15 or the power of cycle graph cycleP40-2. The solutions that
the B&B produced for instances cycleP25-3, cycleP30-3, and cycleP40-3 can be
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confirmed as optimal by comparing them with the results of model M>, but the B&B
could not demonstrate this by itself, since its execution did not finished before the
maximum set time. While the B&B was, in some cases, faster than the CP models
to provide an optimal result, its inability to solve several of the instances makes the
CP approach with model M, overall more successful.

The results allowed us to evaluate the gap between the theoretical upper bound
values and the optimums. For instance belonging to the Cartesian product topology,
the theoretical upper bounds known were larger than the optimum by an average of
17.25%. For other instances with unknown optimal value, like the last two instances
in Table 1, the gap respect to the upper bound formula for any graph was 9.34% in
average.

We consider that there is still room for improving the results. CP’s performance
responded very positively to relatively small changes in the construction of the models
that added knowledge of the problem, such as the lower and upper bounds. Therefore,
further refining the models by adding more information related to the problem in the
form of constraints could further help to solve a broader variety of larger instances in
fewer time. It may be possible to improve the B&B performance as well; however,
the CP approach offers the advantage of being easier to implement, in the sense that
it does not require the micromanagement of the search exploration.

5 Conclusions

This work explored CP and a customized B&B algorithm as means to solve the
CBSP. To the best of our knowledge, this work is the first proposal and performance
comparison of exact methods for the CBSP.

The CP and B&B approaches were tested on a set of topologically diverse standard
instances of order n < 40, with one hour as the execution time limit. When com-
paring the results, the CP approach was proven to be more reliable than the B&B
algorithm, as shown by model M, solving the largest number of instances across all
the included topologies. In total, the CP models and the B&B algorithm produced
optimal solutions for 30 problem instances. These optimal cost values allowed us to
evaluate the gap respect to the theoretical upper bounds for the Cartesian product
topology [4], finding that, the known upper bound values were in average 17.25%
larger than the optimal cost.

Considering the results obtained, it is worth exploring the possibility of further
refinements of the CP models, specially by adding new constraints using tighter
estimations for the cost bounds. It is also desirable to test more graph topologies
with unknown upper bound values.
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Analysis of Vulnerability Trends )
and Attacks in OT Systems L

Sandeep Gogineni Ravindrababu and Jim Alves-Foss

Abstract For operational technology (OT) systems, security has been given an high
priority in recent years after specific cyber-incidents targeting them. Earlier, these
systems were focused mainly on reliability, and at present, security is also considered
as an important factor to avoid production damage and financial losses. To improve
the security in industrial systems, it is necessary to understand the flaws and provide
countermeasures. In this paper, we focus on the cyber-incidents reported in Com-
mon Vulnerability Exposure (CVE) database on OT sub-systems like smart grids,
Supervisory Control and Data Acquisition (SCADA) systems, embedded devices,
and Programmable Logic Controllers (PLCs). We summarize the possible attacks on
each of these sub-systems to gain broader insight of vulnerabilities present in them
and use CVE database to enumerate trends.

Keywords Operational technology systems, Industrial control systems, SCADA,
Embedded, PLCs

1 Introduction

Operational technology (OT) systems are computing systems that can manage indus-
trial operations which monitor or control physical devices. Systems like oil and gas
monitoring, power consumption on electricity grids, hydropower plant management
fall in this category. OT systems process operational data and use various technologies
for hardware design. Standard protocols used by OT systems are DNP3, MODBUS,
and Profibus. The standalone nature of OT systems has diminished over the years
due to the integration with corporate networks. This integration provides dynamic
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Year Cyber- ks on OT sy
2000 Attack on Maroochy Water releasing untreated sewage.
2008 Adversary entered Turkey pipeline’s using software i rity
2010 First digital malware

Night used by targeting oil, energy and petrochemical companies.
2011 Advanced malware Dugu/ Flame/ Gawss was used by adversaries targeting ICS manufacturers,
2012 (Cyber-intrusions were reported on natural gas pipefine industries.

h. l a5 used by Middle East industries.

2013 Cyb & an Target stores by HVAC ICS.

Cyber-attack on Bawman Dam in Rye Brook, NY.

2014 Cyber-attack on German Steel Mill.
Black Energy malware targeting Human Machine interfaces (HMIs).
Dragonfly campaign targeting energy sector

2015 Ukraine Power Grid Attack 1
2016 Cyber-attack on Kenmuri water company LEs.
FReturn of Shamoan malware targeting civil aviation agency in Saudi Arabla
Ukranie Power Grid Attack 2
2017 s matware, ere used In Ukraine attack,
Symantec energy sector was targeted by Dragonfiy.

Triton Trisis/H h used by g safety systems in middle east.
2018 Cyber-incidents were reported by Air Canada.

Operation Soft-Shell targoted around 10 eritical rhs.
2020 Cyber-incid Taiwan oil and gas refineries ported,
2021 Operation Dianxun targeting telecommunication industries

Fig. 1 Cyber-attacks on operational technology systems

feedback for network operators to respond in real time, consequently reducing the
security. Industrial control system (ICS), supervisory acquisition and data control
systems (SCADA), control systems, embedded systems, smart grid systems, and
power systems are all part of OT systems.

The evolution of OT systems from isolated to highly interconnected networks has
resulted in a rise in computer network-based threats [11]. Several significant cyber-
incidents on OT systems were listed by Hemsley et al. [15]. Figure 1 depicts the
list of cyber-attacks on OT systems from the year 2000 to present. These incidents
on critical and safety infrastructure have caused huge financial losses to industries
and government. Vulnerabilities that were reported in Common Vulnerabilities and
Exposures (CVE) database or shown in Fig. 2. Understanding the causes of these
vulnerabilities and to mitigate them is very much important to secure OT systems. The
key objective of this paper is to show how cyber-incidents reported on OT systems
have evolved over time in the CVE database. Smart grid power systems, SCADA
systems, embedded systems, PLCs, and RTUs are the primary areas of interest for us.
The vulnerability trends and attacks on these systems are presented in the following
sections, which will help in getting a broader knowledge of the present security
mechanisms available in these systems.

2 Smart Grid Power systems

Smart grid power systems have enhanced the reliability and efficiency of supplying
electricity through broadband and distribution, resulting in a cost-effective approach
for power infrastructures, which impact economic stability and development of power
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Specific Vulnerabilities Listed on CVE database for OT systems

Fig. 2 Vulnerabilities reported on operational technology systems

grids. Because of improvements in distributed intelligence technologies, smart grid
power systems are deemed vital in terms of economy and security. However, these
solutions do not enable sufficient security enforcement, resulting in new vulnera-
bilities in power networks, making them vulnerable to a variety of cyber-physical
attacks. E-ISAC describes one such attack in detail [5].

In smart grid power systems, there are two key components to security: Both
physical and cyber security are important [20]. Physical security aims to mitigate the
effects of natural disasters and other physical attacks on power systems, as well as pre-
venting catastrophic blackouts. Cyber security aims to address the flaws introduced
by the convergence of physical and cyber systems. Cyber-attacks were previously
thought to be incapable of posing a threat to the security of industrial operations.
But, they have caused numerous security issues in recent years and have become a
major concern for both users and clients of industrial control systems [10]. Smart grid
power systems add new features and capabilities to traditional power networking,
making it more complicated and prone to many forms of attacks. These flaws allow
attackers to get an easy access to enter the network. In 2016, four cyber-incidents
were recorded on smart grids, according to the CVE database. There are a number
of other events involving smart grids that aren’t made public due to security con-
cerns. Several researchers have identified the flaws in these systems, which are briefly
discussed in [3] and include the following:

— Customer security.

— The number of devices(IEDs) has increased.

— Physical security.

— Between power devices, there are no trust mechanisms in place.

— Information technology (IT) protocols and industrial control system (ICS) proto-
cols have interoperability difficulties.

Hahn et al. [14] outlined attacks like CPU exhaustion are carried out on the
application layer based on these vulnerabilities. Data flooding and buffer overflow
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attacks were used against the network and transport layers, while man-in-the-middle
attacks were used against the MAC layer and physical layer. Jamming attacks were
used against the availability of smart grids and power systems. Denial-of-service
(DoS) attacks can be launched against the smart grid topology, preventing operators
from making proper decisions.

The specific attacks on smart grid power systems described [4, 22, 26, 32, 33]
are as follows:

Load-Altering attacks attempt to manipulate or change particular load types
that are available via the Internet in order to cause grid damage by causing circuit
overflow or disrupting the power supply and demand balance.

Denial-of-Service An adversary disrupts some or all of the remote control system
components in a smart grid attack.

Random attack An adversary conducts random attacks in order to take down the
central system’s detection mechanism.

False Data Injection attacks The attacker is aware of the system model, including
parameters that enable control of a subset of sensors, and transmits fraudulent inputs
to the main system.

Load Redistribution attack Under the logical assumption that the control center
executes practical corrective steps to minimize the operation cost based on the false
state estimate outcome, and attempts are made to maximize the system operation
cost while targeting resource limitations.

Economic attack An adversary plans to purchase virtual power at the lower-cost
node and sell it at a higher price.

Energy Deceiving An attacker can introduce falsified energy information or
forged connection state information into the energy request and send response mes-
sages between nodes in this attack.

Open-loop Dynamic Load Altering An adversary tries to control vulnerable
load without monitoring grid conditions, leading the grid to be impacted while the
attack is being carried out.

Closed-loop Dynamic Load Altering An adversary continuously analyzes grid
circumstances by hacking into a power system monitor infrastructure in order to
influence the trajectory on the target load buses dependent on grid operational con-
ditions.

Sphear Phishing is a type of cyber-attack that uses social engineering tactics to
penetrate systems and networks to obtain information. A phishing email is intended
to elicit a response from the receiver, such as opening an attachment or clicking on
a link. The recipient may download malware or be routed to a website that requests
sensitive information, such as login credentials and bank account details.

Credential Theft is a type of attack in which an opponent seeks to obtain sensitive
information such as login credentials.

Data Exfiltration is an attack in which an adversary discovers hosts and devices
and designs an attack concept to create a power outage in order to exfiltrate the
essential information.
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VPN Access An adversary hunts for existing point-to-point VPN installations on
trusted third-party networks or through remote support staff connections with split
tunneling enabled in this type of attack.

For the attacks mentioned above, researchers have proposed countermeasures as
follows:

— Metkeetal. [24] proposed countermeasures for cyber-attacks by introducing mech-
anisms like PKI standards, automated trust anchor security, certificate attributes,
smart grid PKI tools, and trusted computing.

— Manandhar et al. [22] described a mathematical model and designed a robust
framework that uses the Kalman filter with X2 detector and Euclidean detector to
detect the denial-of-service (DoS) attack, random attack, and false data-injection
attack.

— Electricity Information Sharing and Analysis Center (E-ISAC) has mentioned
how to overcome the power system’s vulnerabilities based on the attack on the
Ukrainian grid [5].

— Liang et al. [20] presented strategies for preventing against economic, load distri-
bution, and energy deceiving attacks, like protecting a set of necessary measures
and PMU-based protection systems.

These mitigation methods are not yet universally accepted because of their short-
comings in terms of performance, cost, and reliability factors. Many more potential
vulnerabilities are likely in the future as current technology advances. Hence, it is
necessary to understand the vulnerabilities and attacks of the reported incidents in
order to develop reliable and secure power infrastructures.

3 SCADA Systems

SCADA systems are typically used to monitor, gather, and process real-time data
or operational data to perform specific industrial organizations operations. SCADA
system consists of components like PLCs, remote terminal units (RTUs), human—
machine interface (HMI), end-devices, control servers, and sensors. These compo-
nents communicate internally to process data and network administrators analyze the
processed data to make meaningful decisions. Earlier, the traditional SCADA system
goal was to perform reliable operations from isolated locations using data historians
or other proprietary technologies to handle data. This would make the process oper-
ations complicated and inefficient. Modern SCADA system solves this problem by
leveraging with information technology (IT). This integration has reduced the gap
between IT and SCADA systems. Modern SCADA systems enable remote access to
real-time data through the Internet. As a result, SCADA networks interconnection
and remote accessibility have risen, rendering them vulnerable to cyber-attacks.
Since 2007, 948 instances have been recorded in the CVE database, accord-
ing to the CVE organization. The number of vulnerability incidents reported on
SCADA systems each year is depicted in Fig. 3. The number of reported events
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per year

of Incidents

Year

Fig. 3 SCADA system vulnerabilities reported in CVE database

peaked between 2011 and 2016, then declined in subsequent years. Based on the
CVE database, the graph represents the analysis to the best of our knowledge.
The vulnerabilities like buffer overflow, cross-site scripting(XSS), improper access
control and authentication, privilege escalation, SQL injection, cross-site scripting
forgery(CSRF), remote code execution, hard-coded credential, and untrusted search
path were found in these incidents.

RTUs are integral part of SCADA systems which monitors field data and sends
to SCADA control servers. There are specific incidents which were reported against
RTUs in CVE database. Figure 4 depicts the number of incidents reported on RTUs.
43 incidents were reported in the CVE database on RTUs from 2010 to 2020, and
maximum number of incidents were reported during the years 2018 to 2020. From
the two figures Figs. 3 and 4, we can see that incidents reported on SCADA systems
from 2018 to 2020 were mostly based on RTUs. Interdependency between SCADA
components will be one of the important aspects that should be considered in future,
and it is necessary to develop countermeasures for SCADA internal components like
RTUs and PLCs.

Based on these vulnerabilities, the possible attacks on the SCADA system [7, 8,
13, 18, 27, 31] are as follows:

RADIUS Remote authentication dial-in user service DoS attack causes damage
by limiting or denying access to its resources by denying the service to authorized
users.

ICT Worm Infection Worm infection occurs because of the vulnerabilities found
in the software installed on SCADA servers. Worms try to replicate and spread
throughout the network. Then, by closing all the network connections, it isolates the
SCADA systems.
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Fig. 4 RTU vulnerabilities reported in CVE database

Process Network Malware Infection attack is carried out by injecting the worm
into the process network like RTUs, communicating using protocols like MODBUS
or DNP3. Worms carry malware code in the payload by spreading themselves using
resource hosts and executing malicious code on SCADA systems.

Phishing attack in SCADA systems is carried out by creating a fake website with
amalicious code. This makes the user believe that they are connected to the legitimate
website. When entered with their credentials, the adversary steals the credentials to
get the SCADA system’s direct access.

War Dialing Scanning attack executes the scripts on the surrounding numbers
to detect potential connections once the main phone number is determined. Then the
subsequent attacks are performed to penetrate into the SCADA control server.

Traffic Sniffing is used to capture the packets traversing within the network
through a network analyzer.

Password Cracking is a software program that repeatedly tries to guess a pass-
word to gain unauthorized access to a network. An adversary can also use brute force
or dictionary techniques to crack the password.

Warm Restart is a type of attack in which an instruction is delivered from the
master controller to the PLC, compelling it to reboot right away. Warm restart is a
type of DoS attack that happens on the DNP3 protocol. Multiple WarmRestart orders
cause the PLC to go into a state of shutdown, resulting in a DoS.

Man-in-the-Middle attack Obtaining unauthorized access to data is the first step.
The communication between the human—machine interface (HMI) and the MODBUS
server is then faked, allowing attackers to send attacks to either device and then
transmit busy exceptions to the HMI.
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TCP SYN Flooding attack On the target device, it establishes a number of
connections. It allows the system to distribute resources to each connection by leaving
the connections open. The target resources are exhausted as a result of sending
repeated SYN packets, forcing the system to shut down.

TCP ACK Flooding attack This is accomplished by sending numerous TCP
packets with ACK enabled. The ACK packets signal that the data has been received
by the target system. An adversary who does this repeatedly can bring the system to
a halt.

Buffer Flooding attack By sending several events to a device that temporarily
buffers SCADA data before retrieving it in the control station, an attacker can launch a
buffer flooding attack. This reduces the buffering of critical warnings from approved
devices, reducing the situational awareness of the control station.

Integrity attack is accomplished by delivering incorrect inputs to other devices
in SCADA systems, causing data corruption.

Reconnaissance attack is used to collect information about the control system’s
network, map the network architecture, and identify device attributes such as the man-
ufacturer, model number, supported network protocols, system address, and system
memory, e.g., using technologies such as port scanning to find vulnerable ports.

Response injection attack take three forms: First, response injection attacks
occur from the control of a PLC or RTU, as well as network endpoints, which are
servers that answer to network client inquiries. Second, during the transmission from
server to client, a response injection attack captures network packets and modifies
their contents. Finally, response injections can be designed and sent over the network
by a third-party device. Because ICS network protocols lack authentication measures
to check packet origin, attackers can capture, change, and send answer packets,
resulting in these attacks.

Command Injection attack injects false control and configuration commands
into a control system.

Format String attack is performed against user data to compromise the root
privilege account without inserting any external code.

Spoofing attack is carried out by jamming the devices across the network through
interference with the device radiofrequency.

Replay attack is carried out by transmitting the malicious packets repeatedly.

Destroying a Node attack is caused by a lack of physical access security, which
makes it easier for an attacker to destroy nodes or devices, particularly in sensor
networks.

Environment Tampering By tampering with the sensor readings in the deploy-
ment zone, an attacker can alter the results.

Cryptanalysis attack refers to the technique of converting encrypted data into
plain text without knowing how encryption works.

Exploit attack An attacker becomes accustomed to the system’s vulnerabilities
and launches an attack based on those vulnerabilities.

Sybil attack In this attack, a malicious device impersonates other authorized
devices across the network by pretending to have several identities. This attack is
carried out in sensor networks.



Analysis of Vulnerability Trends and Attacks in OT Systems 135

Replication attack Here, an attacker attempts to add one or more devices with
the same name as current device.

Routing attack decreases the availability of the system as the attacker tries to
create false routes.

Time Synchronization Attack Sensor networks using SCADA components rely
on synchronization to perform correctly using time-synchronized protocols. Attack
on these protocols results in out-of-sync between devices.

Slander attack This attack can cause each device to accuse the other if misbehav-
ior occurs across the network. This is possible to detect if there is a implementation
of distributed detection mechanism.

For the attacks mentioned above, researchers have proposed countermeasures as
follows:

— Fovino et al. [28] have proposed mitigation strategies for RADIUS, ICT Worm
infection, process network malware infection, phishing attacks, and DNS poison-
ing attacks, through the process of filtering and monitoring, and by specifying
rules for TCP/IP and SCADA protocols.

— Three steps for intrusion detection were developed and proposed by Cheung et al.
[8] for model-based intrusion detection.

— Vulnerability assessment framework consists of three levels—system vulnerabil-
ity, scenario vulnerability, and access point vulnerability—to detect attacks like
directed attacks and intelligent attacks, which is presented by Ten et al. [31].

— Mallouhi et al.[21] developed a module with a 100% detection rate to detect
TCP protocol attacks (TCP SYN, TCP ACK, man-in-the-middle) with low false-
positive alerts.

— Jinetal. [17] proposed to use a rule-based policy approach to overcome the Buffer-
overflow attacks.

— Giani et al. [13] have developed mathematical and computational models for the
interaction between the physical and infrastructure processes to overcome Integrity
attacks in SCADA systems.

The preceding solutions are limited to a specific SCADA architecture testbed and
therefore cannot be generalized. With the advancement of modern SCADA systems,
many more new vulnerabilities are expected in the future. Therefore, it is essential
to analyze vulnerability trends, sources of those vulnerabilities, and distinct attacks
in order to create a secure and resilient SCADA system.

4 Embedded and Firmware systems

Advancement in hardware devices and communication technology has led to an
increase in many embedded devices in critical communication infrastructures.
Embedded systems are computing systems built into an extensive network, designed
for dedicated functions to interact with general-purpose systems. These systems
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include hardware, software, and other mechanical parts [4, 33]. The widespread use
of embedded devices in the Internet of things (I0T) has resulted in OT system security
breaches.

One of the many problems associated with embedded devices is firmware.
Firmware is a software program that provides a control for embedded systems. They
are related to permanent storage devices such as microcontrollers consisting internal
storage mechanisms. Microprocessors are considered the core of electronic systems,
and software through firmware can effectively use various hardware interfaces asso-
ciated with them. The firmware has become the primary component of any automated
method. Due to this advancement, securing this has become an essential aspect in
the real world [29].

Analysis of embedded systems’ vulnerabilities from CVE database is provided
by Kocher et al. [19], and some of them are as follows:

— Programming Errors: Control-flow attacks like input parsing vulnerabilities lead
to buffer overflow attacks. Memory management problems such as pointer excep-
tion occur because of not following coding standards while developing software
programs.

— Web-Based Vulnerability: Lack of updates or patches for web applications used
by embedded devices are exposed to specific attacks because of the vulnerabilities
existing in the web interfaces.

— Weak Access Control or Authentication: Default or weak passwords are used. To
keep passwords simple, some systems have them hard-coded. This gives people
who know the password backdoor access, making it easier for attackers to get
around it.

— Improper use of Cryptography: Random generators for generating cryptographic
keys, as well as protocol weaknesses, have a significant influence on embedded
devices.

According to vulnerabilities reported in the CVE database, since 2000, around 843
incidents have been reported. Figure 5 depicts the number of vulnerability incidents
reported every year on embedded systems. Until the year 2012, there were not many
incidents reported in CVE database. From the years 2013 to 2018, maximum number
of incidents were reported and in the years 2019 and 2020 incidents reported were
less than the year 2018. This graph depicts the importance of attack vulnerabilities,
and if adequate mechanisms are not implemented, attackers will have an easy time
breaking into these systems and causing damage.

The effect of these vulnerabilities causes a different type of attacks on embedded
and firmware systems mentioned in [6, 9, 25, 29] are as follows:

Control Hijacking attack In this attack, an adversary attempts to redirect the
regular flow of a program operating on an embedded device, resulting in the attacker’s
code being executed.

Reverse Engineering The method of getting sensitive information by examining
the software in an embedded device is known as reverse engineering. The attacker
can use this method to find code flaws such as input parsing issues.
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Fig. 5 Embedded device and firmware vulnerabilities reported in CVE database

Malware attack An adversary attempts to infect an embedded system with mali-
cious software known as malware, which can change the device’s behavior and have
serious effects.

Brute force search attacks Because of the inadequate cryptography and authen-
tication techniques in embedded devices, issues such as exhaustive key search may
occur. Using brute force search attacks, an attacker gets around the system by logging
in with random credentials.

Eavesdropping or Sniffing An attacker observes the communications transmitted
and received by an embedded device in a passive attack.

Injecting Crafted Packets or Input is a technique for attacking the protocols
used by embedded devices. Packet and input crafting attacks both take advantage of
parsing flaws in protocol implementations or other software. Replaying previously
seen packets or packet fragments is also considered a type of packet forging, which
can be a good way to trigger protocol problems.

Known-key attack This occurs as a result of a flaw in the standard protocols. In
the second transaction, an attacker takes the old key and supplies it twice, resulting
in a known terminal key. Because the key is exclusive-or’ed with itself, they are
regarded the core of all zeroes. As a result, an attacker can encrypt the PIN key using
a terminal master key, allowing an ATM to validate client PINs even if the network
is offline. Therefore, the attacker now has access to the PIN key, which is encrypted
using the all-zero key. He can then decrypt it using his computer and calculate any
customer’s PIN.

Two-Time Type attack is accomplished by developing a program that maps the
various key and data transformations between different essential types, computes the
transitive closure, and scans the composite operations for undesired features.
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Firmware Modification attack such as reprogramming the battery, affect devices
with design defects, different versions of operating systems, and different instruction
set architectures.

CIH Virus rewrites the BIOS firmware online, causing the BIOS firmware pro-
gram to crash and fail while the systems are being loaded.

Control-Flow attack When information such as return addresses is kept with
functions, an error occurs. These function variables come from unreliable sources,
and there aren’t enough checks in place to prevent memory corruption. An adversary
can use this corruption to tamper with the control-flow information stored on the
stack.

Stack-overflow attack occurs when there is too much data on the stack or when
the depth of the stack is too large. In both circumstances, the stack uses up all of its
memory. It overlaps with other memory portions, such as the BSS sector, posing a
security, and reliability issue.

Configuration Manipulation attack allows an attacker to modify an embedded
device’s critical configuration parameters to force it to misbehave. These attacks
are concerned with programmable devices such as PLCs, which can control the
programming logic process.

For some of the attacks mentioned above, researchers have proposed countermea-
sures as follows:

— Houetal. [16] proposed autotomic binary structure randomization (ABSR), which
disables unnecessary features and removes the unused binary from the firmware
image to overcome the firmware modification attack.

— The CIH virus was found in 1998. Numerous solutions to overcome this attack
are given, like implementing fuzzy testing, behavioral analysis, and homology
analysis.

— Split stack and instruction-based memory control techniques were developed by
Francillon et al. [12] to overcome the control-flow and stack-overflow attacks in
embedded and firmware devices.

— Memory verification and control-flow integrity techniques are used as countermea-
sures to overcome configuration manipulation attacks and control-flow attacks on
embedded systems [1].

Preventing embedded system vulnerabilities is a formidable task since they have
memory and time concerns, making security solutions difficult to apply. Understand-
ing vulnerability trends and attacks on these systems aid in visualizing the problem
at a high level and achieving solutions at the design level.

5 Programmable Logic Controller (PLC)

PLCs are real-time systems that closely monitor and control plant devices to keep
the process functioning correctly. In general, PLC receives information from input
devices, processes the data, and triggers outputs based on the preprogrammed param-
eters. This program in PLC considers as logic and executes within the control flows.
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Fig. 6 PLC vulnerabilities reported in CVE database

Research works on PLCs like detection of vulnerabilities and attacks on PLCs
concerning embedded systems are investigated by Abbasi et al. [1]. In this work,
the author has described the different attack techniques used by an adversary to
tamper the I/O operations in PLC and also showed how certain detection mecha-
nisms implemented in PLCs can be evaded. Sandaruwan et al. [30] have revealed
the vulnerabilities of PLCs through attack vectors affecting critical infrastructure,
described Stuxnet attacks and proposed solutions to overcome the weaknessess in
PLCs. Stephen [23] have constructed an dynamic payload, based on the process
observation in control system and claimed that this process will significantly lower
the attacks against PLCs. Carlos [2] have demonstrated the feasibility of power fin-
gerprinting technology to monitor PLC and detect malicious software using Siemens
S7 PLC.

According to vulnerabilities reported in the CVE database, since 2011, around 132
incidents have been reported. Figure 6 depicts the number of vulnerability incidents
reported every year on PLCs. The highest number of incidents were recorded from
2012 to 2014, and then again from 2018 to 2020, indicating how susceptible the
PLCs are at present.

Some of the attacks on PLC are described as follows:

Pin Control Attack consists of misusing the pin control functionalities at runtime,
causing physical damage, communication block, and manipulation of reading or
writing values from a device, to be a legal process. Because of the vulnerability, an
attacker can modify the multiplexing registers, which leads to the disconnect of the
legitimate device.

PLC Malware Stuxnet is considered to be the PLC malware, and Stuxnet intends
to reach the nodes in the SCADA systems that connect to the PLC’s operating the
target plant MTUs. Once executing on an MTU, Stuxnet uploads its payload of static
code blocking the PLC, resulting in the process to be under malicious control.

Bypass Logic attack In general, PLCs contain main memory and register memory.
Register memory contains some variables associated with main logic. This register
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Fig.7 Comparison of incidents reported in CVE database on SCADA, embedded, PLCs, and RTUs

memory is allowed to access by other PC’s in industrial plants with read and write
operations across PLC networks. When an adversary gains access to one of these
machines, he can change the values arbitrarily and cause the system to collapse.

Brute-Force Output attack An operator of a PLC can aggressively manipulate
the output by connecting to the PLC via a network or the Internet without any
authentication. When an enemy gains access to the PLC, he can compel the output
to shut off some valves and other components, resulting in disastrous consequences.

Replay attack In this attack, an adversary gets some information about PLC and
uses the same information to compromise the system later.

S7 Authentication Bypass attack In this attack, an adversary can easily bypass
the authentication by intercepting the valid user packet and replay that packet at later
to authenticate himself. This is because of the lack of security in the protocol.

The comparison of cyber-attacks on SCADA, embedded systems, PLCs, and
RTUs are given in Fig. 7. From the graph, the incidents reported on all four of
the systems were at peak during the years 2010 to 2018. Even if there is a decrease
in the number of incidents reported in past two years, still it is essential to analyze
these trends and address the vulnerabilities of these systems.

6 Conclusion

In this paper, we have presented a list of attacks on different sub-systems of OT. We
also performed analysis on the cyber-incidents reported in CVE database, to deter-
mine the trends. We believe that this list will inspire and push people to develop



Analysis of Vulnerability Trends and Attacks in OT Systems 141

countermeasures to the weaknesses present in these systems. This work serves as a
starting point to develop a standard set of mitigation mechanisms by bridging the
gap between different OT sub-systems and helps to develop mitigation strategies for
cyber-attacks to make the OT reliable and resilient. Based on this survey, we will
create a testbed for each OT subsystem that integrates with software-defined network-
ing technologies, using NIST principles, and analyze them in terms of performance,
safety, security, and reliability properties.
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Abstract In the process of human breathing, respiratory sounds are produced, and
these sounds contain a lot of information related to the structure of the human airway.
This paper uses computer and signal processing technology to collect and analyze
the breath sounds to study the frequency spectrum difference between normal and
abnormal respiratory sounds. Furthermore, it provides doctors/patients with a simple,
quantitative, objective, intuitive, non-invasive auxiliary diagnosis tool for certain
respiratory dysfunction diseases and respiratory physiology research methods.

Keywords Distribution density + Family doctor - Fast Fourier transform (FFT) -
Semi-Markov process - Respiratory sounds - Spectrogram

1 Introduction

Since the invention of the first stethoscope in 1816 by Laénnec, over 200 years,
people have invented a variety of new methods to help doctors confirm respiratory
diseases, including:

e electronic stethoscope—the disadvantage is that the price is high, the audibility
is poor (complex noise) so that it is difficult to correctly explain;

¢ Bronchophonography—based on the study of the frequency-amplitude charac-
teristics of respiratory noises, however, it does not allow to determine in which
part of the respiratory system the pathology is located;
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e ultrasound scanning—in the event of pathological processes in the lungs (such
as pneumonia, atelectasis or volumetric neoplasms), tissue densification and a
decrease in lightness occur, which creates opportunities for the passage of ultra-
sound and the visualization of lesions located in the subpleural area of the lungs.
The disadvantages of the method are attributed to the fact that the smallest lung
tissue layer between the chest wall lung lesions does not conduct ultrasound,
making the inflammation site invisible, resulting in insufficient information;

e vibration dynamic visualization—based on the vibration record that occurs
when the air passes through the lung channel, and the subsequent computer
processing of the obtained data to construct a dynamic image. Disadvantages: the
sensor matrix is cumbersome and lacks the complete propagation and accurate
positioning of the acoustic signal source in the lung tissue;

e passive echolocation—a comparative analysis of the acoustic waves of the
pulmonary pattern with the standard stored in the database of the diagnostic
system. After the identification of the noises, their spectral analysis is carried
out and, according to the characteristics of the received noises, the coordinate of
the source is calculated.

However, the most convenient and effective method is to design a new digital
auscultation device connected to a computer or mobile phone based on the mechanism
of a traditional stethoscope. Especially in the context of the current COVID-2019
global pandemic, due to the shortage of respiratory disease detection equipment and
professional doctors, there is an urgent need for a convenient and intelligent portable
small electronic stethoscope. This thesis is the theoretical foundation research carried
out in this direction.

2 Theory and Equipment Basis

2.1 Semi-Markov Model of Respiratory Cycle

In previous work [1], we have proposed that the breathing process can be regarded
as a semi-Markov process. Since there will be no air movement in the lungs and no
respiratory sound without breathing, it is only necessary to consider the two phases
of inhalation and exhalation in the breathing process as shown in Fig. 1a. Since the
two states of the respiratory cycle are clear and definite, the transition of the two
states of exhalation and inhalation can be described by a Markkov chain as shown
in Fig. 1b.
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Fig. 1 a Schematic diagram, and b the Markov chain of respiration process

2.2 Generation and Classification of Respiratory Sound

In the process of exhalation and inhalation, the air flows through the trachea, bronchi
to the lungs, rapid changes in air pressure and vibration of the solid tissues of the
organs will generate sound waves, which are transmitted to the chest wall and neck
through human tissues to form respiratory sounds. There are two types of respiratory
sounds, normal, and abnormal. Normal respiratory sounds include tracheal breath
sounds (TBS), vesicular breath sounds (VBS), bronchial breath sounds (BBS), and
bronchovesicular breath sounds (BVBS). Abnormal breath sounds include cogwheel
breath sounds, asthma sounds, and indefinite breath sounds. Abnormal breath sounds
can only be heard under pathological conditions. Various breath sounds have their
own characteristics, such as the position of hearing, the height, strength, length of
the sound, and the time relative to exhalation and inhalation [2].

2.3 Auscultation and Quantitative Analysis of Respiratory
Sound

Respiratory sounds contain a lot of information related to the structure of the airway.
For example, narrowing of the airway, cavities in the lungs, edema, and the presence
of foreign bodies can change the airway structure or the elasticity of the sound
transmission medium, which in turn produces abnormal breathing sounds or changes
the sound transmission characteristics of the respiratory system.

Stethoscopes can provide doctors with abnormal sound sources and their loca-
tions. They have been used clinically for more than 200 years. However, traditional
stethoscopes have low resolution and only rely on the doctor’s experience for qualita-
tive analysis. According to the equal-loudness contour, the sensitivity of the human
ear to sound is the combined effect of sound intensity and frequency, and some
low-frequency, low-intensity sounds cannot be perceived by the human ear. It is
difficult to distinguish artificially the changes in the respiratory sound intensity and
frequency caused by the disease, so some pathological features are difficult to capture
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and confirm. Combined with modern digital signal processing technology, the quan-
titative comparison of breath sounds in the time domain and frequency domain can
accurately analyze the generation mechanism of breath sounds, study the character-
istics of normal/abnormal breath sounds, and further develop methods for automatic
classification of respiratory diseases. This lays the theoretical foundation for the
portable and convenient family doctor system.

2.4 Detection and Recording of Respiratory Sound

The collection of respiratory sounds generally uses an air-coupled electret condenser
microphone, which is installed in a probe with an air cavity and pores (used to
balance the atmospheric pressure). The material and specific size and structure of
the probe are determined according to the selected microphone to ensure that there is
no resonance and excessive attenuation in the frequency range of breathing sounds
(60-1600 Hz). Respiratory sounds are usually collected in the neck and chest. The
respiratory sounds in the neck are strong, and it is generally easy to find the source
of abnormal sound. Respiratory sounds in the chest are mostly used to evaluate the
sound transmission characteristics of the respiratory system. After being filtered and
amplified, the respiratory sounds are transmitted to a mobile phone or computer for
storage and analysis, as shown in Fig. 2.

3 The Statistical Characteristics of Respiratory Sound

The data processed in the experiment are respiratory sounds recorded in standard
e-books. Distribution densities for different phases of respiration for healthy and

Fig. 2 A “Family Doctor”
system for lung auscultation, -
using Samsung mobile r 3
phone and Xiaomi bluetooth
headset for recording,
accumulating, and
transmitting data of I' e b
respiratory sound
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Fig. 3 Distribution densities for different phases of respiration for healthy and diseased lungs were
experimentally studied (a), as well as for the respiration process in general (b): a 1, 3—Emissions,
2, 4—Pauses, 1, 2—Left lung, 3, 4—Right lung; b 1—Left lung, 2—Right lung

diseased lungs were experimentally studied—Fig. 3a, as well as for the total respi-
ration process—Fig. 3b. They are presented in proportions of the linearized normal
distribution law.

It can be seen that for the description of the distribution densities of the inhalation
and exhalation phases in the range of provision levels from 01% to 99.9%, the
distribution densities are satisfactorily described by the normal distribution law, and
for inhalation it is better than for exhalation. For a healthy and a patient lung, the
density of distribution looks approximately the same. It must be remembered that
they are plotted when normalized to the root mean square (RMS) value. This means
that the form of distribution functions (in coordinates normalized to the RMS value)
is not a distinctive feature for recognizing pathologies of the respiratory process.
In each of the phase states (inhalation or exhalation), the sounds of the breathing
process are satisfactorily described by standard Gaussian models. In this case, the
distribution function of the respiration process as a whole will be described by a
poly-Gaussian model.

The breathing process, as follows from the proposed model, is a two-phase process
with a stepwise variable dispersion during the transition from the inhalation phase
to the exhalation phase. To study the statistical characteristics of each of the phases
of respiration, it is necessary for solving the classification problem of recognizing
the phase states of the process, which differ in variances (intensity). It should be
noted that for such processes there will be an optimal classification threshold when
solving the burst/pause (inhalation/exhalation) recognition problem, minimizing the
probability of a complete classification error [3].
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4 Frequency Domain Analysis of Respiratory Sound

4.1 Respiratory Rate [4-7]

Respiration rate is the frequency at which respiration occurs. This is usually measured
in breaths per minute and is set and controlled by the respiratory center. For humans,
the typical breathing rate of a healthy adult at rest is 12—16 breaths per minute. The
breathing center sets a quiet breathing rhythm at about two seconds to inhale and
three seconds to exhale. This gives the lower of the average frequency of 12 breaths
per minute. Average resting respiratory rates by age are:

birth to 6 weeks: 3040 breaths per minute;

6 months: 25-40 breaths per minute;

3 years: 20-30 breaths per minute;

6 years: 18-25 breaths per minute;

10 years: 17-23 breaths per minute;

Adults: 15-18 breaths per minute;

Elderly > 65 years old: 12-28 breaths per minute;
Elderly > 80 years old: 10-30 breaths per minute.

The increased respiration rate (tachypnea) develops as a result of the presence of
certain pathological conditions [3]. At the same time, it can be expected that the level
of noise during inhalation will also be reduced.

4.2 Averaged Spectra and Spectrograms of Respiratory Sound

Since, as already mentioned, the breathing process is significantly non-stationary, and
its characteristics during inhalation and exhalation differ significantly, it is necessary
to develop a methodology for studying the dynamic variability of the noise spectra
during breathing [8]. For this purpose, the average spectra and spectrograms were
estimated at different frequency resolutions for lung murmurs during normal vesic-
ular respiration, i.e., studies were carried out for respiratory sound when the lungs
are normal—Fig. 4a. The variable parameter was the segment duration, by which
the spectrum (FFT) was estimated from 1024 samples (frequency resolution about
43 Hz) to 65,536 (0.67 Hz resolution). A 64-fold change in resolution has practically
no effect on the overall shape of the spectrum; however, due to a 64-fold narrowing
of the bandwidth (frequency resolution), the spectral density level also decreases
by about the same factor. Several areas can be distinguished in the spectra. The
frequency of the maximum spectral density lies in the range 170-200 Hz. In the
energetic region, spectral densities are up to -40 dB relative to a maximum of about
100—400 Hz.

Besides the average spectra, it is significant and interesting to study the dynamics
of changes in spectral characteristics in different phases of respiration, as well as
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Fig. 4 a Spectra of respiratory Sound during vesicular breathing: sampling frequency 44,100 Hz,
the number of samples used to build FFT (frequency resolution Hz) 1024 (43.07)—1; 4096 (10.77)—
2; 16,384 (2.69)—3; 65,536 (0.67)—4. b Spectra of respiratory sound at different breathing phases
and a sampling rate of 44,100 Hz. Spectra: 1—Full, 2—Inhalations, 3—Exhalations during vesicular
respiration

the interval that must be used when performing the windowed Fourier transform.
Figure 4b shows the spectra of the complete and phases of inspiration and expiration
during vesicular respiration. Figure 5 shows the spectrograms of normal vesicular
respiration at different frequency resolutions. Since the main energy of the sound is
concentrated in the inspiratory phase, the full spectrum and spectrum of inspirations
differ insignificantly. The spectra of expirations have a significantly lower level in
Fig. 4b and Fig. 5a—c. And Fig. 5d shows the spectrograms of vesicular respiration
at the initial stage of pneumonia.

It can be seen that for pneumonia, the changes occur in the spectrogram of respi-
ratory sound, which is manifested as a broadening of the spectrum. During normal
vesicular respiration there are spectral components in the band up to 500 Hz, and
with pneumonia already in the band up to 1000 Hz.

5 Conclusions

The quantitative analysis of respiratory sounds provides a new auxiliary tool for
clinical diagnosis. Its frequency domain analysis can make the pathological char-
acteristics of respiratory systems more obvious. The respiratory sounds of patients
with lung pneumonia are significantly different, and their high frequency compo-
nents are significantly higher than the respiratory sounds of normal people. The use
of respiratory sounds as a pathological criterion for lung disease has been confirmed.

The future work is to establish a convenient family doctor system to help patients
with lung disease self-diagnose and monitor their condition. The effects of heart
sounds and ambient respiratory noise need to be further separated to make the results
more accurate.
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Fig. 5 Spectrograms of normal vesicular respiration at different frequency resolution: a—4096
samples (resolution 10.77 Hz), realizations overlap 0%; b—16,384 samples (resolution 2.7 Hz),
realizations overlap 75%; at—65,536 samples (resolution 0.67 Hz), overlap of realizations 94%;
sampling rate 44,100 Hz. Ande spectrograms of vesicular respiration at the initial stage of
pneumonia: d—a—4096 samples (resolution 10.77 Hz)
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Abstract While cyber security has become a prominent concept of emerging infor-
mation governance, the Kingdom of Saudi Arabia has been dealing with severe
threats to individual and organizational IT systems for a long time. These risks have
recently permeated into educational institutions, thereby undermining the confiden-
tiality of information as well as the delivery of education. Recent research has iden-
tified various causes and possible solutions to the problem. However, most scholars
have considered a reductionist approach, in which the ability of computer configu-
rations to prevent unwanted intrusions is evaluated by breaking them down to their
constituent parts. This method is inadequate at studying complex adaptive systems.
Therefore, the proposed project is designed to utilize a holistic stance to assess
the cybersecurity management and policies in Saudi Arabian universities. Qualita-
tive research, entailing a thorough critical review of ten public universities, will be
utilized to investigate the subject matter. The subsequent recommendations can be
adopted to enhance the security of IT systems, not only in institutional settings but
also in any other environment in which such structures are used.
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1 Introduction

Information security is among the top concerns for virtually all organizations across
the globe. Firms intending to protect their data have to identify all gaps that may
increase their vulnerability, as well as procedures of averting the potential of misusing
critical records [1]. More importantly, the mere development and implementation of
seemingly adequate data security policies and guidelines to safeguard themselves
from potential risks are not enough. Organizations have to continuously create, main-
tain, and improve their security systems to mitigate both internal and external threats
[2]. Nevertheless, the proliferation of portable storage, wireless, and other computing
technologies has significantly increased the cybersecurity risks that many companies
face.

Many universities in today’s world admit that they are struggling to deal with
issues related to cybercrime, particularly on access to innovative ways of managing
and protecting data [3]. The public-funded universities are particularly financially
vulnerable compared to private ones. Consequently, such economically challenged
institutions are open to collaborative efforts. Besides, education facilities have limited
or no control over the websites since they are accessible to students and teachers who
can even login using their devices [4]. Furthermore, schools receive new students
every year while others complete their educations, therefore, building a tidal wave of
cyber insecurities. To that effect, learning institutions should come up with a holistic
move toward striking a balance and ensuring data is protected without prohibiting or
blocking students from accessing the platforms. While the region’s education system
is striving to provide world-class quality for learners’ and teachers’ experience, they
seem to lag in Information Technology (IT) security [5]. Itis vital that they adequately
invest in defending cybercrime incidences by adopting the right technologies.

The exponential growth, progress, development and complex possibilities that
the cyberspace provides for all sectors have been the cause for concern in recent
days. Cybercrimes are on the rise and breach of cybersecurity is a threat that needs
to be handled ethically, legally, scientifically and quickly since our lives depend
on cyberspace [6]. Schools, colleges and universities have started to capitalize on
the multiple options provided by cyberspace and are using it extensively for both
academic works as well as all kinds of official work. With so much sensitive data
being handled, authorities must focus on cybersecurity so that the data remains safe
and out of reach of wrong hands. This study looks into the cybersecurity management
and policies of 10 selected universities in Saudi Arabia.

The research focuses on the policies and approaches of the universities for main-
taining the cybersecurity level. The cybersecurity awareness is important for the
universities for protecting the information assets and maintaining the privacy of the
management and students. The knowledge and application of the global policies and
regulations for cybersecurity can be useful for the university managements to over-
come the impact of the hacking, malware attack, phishing of the data and misuse of
the cloud storage. In addition to this, information and knowledge of the multilayer
cybersecurity approach is the best way to protect the data and systematically manage
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the information. The research will make emphasis on the combination of firewalls,
software and variety of tools that will help the universities to combat the situation of a
cyberattack or consulting the experts for managing the digital attack on the university
data [7]. There are different types of Al tools that have been used to overcome the
malicious cybercrimes. The knowledge and understanding of the cyber policies and
approaches will help the universities of Saudi Arabia to improve the level of security.

2 Background of the Study

2.1 Cybersecurity

Cybersecurity is the organization and selection of tools, procedures, and mecha-
nisms used to secure sensitive information in cyberspace from unauthorized and
criminals who might damage, misalign or harm organizations [8]. This indicates that
only authorized people can have access to sensitive information, such as software,
hardware, data, and network in cyberspace. This is a clear definition relating to cyber-
security management in the education sector. There is a serious need to examine the
potential cybersecurity risks that organizations face, especially regarding confiden-
tial information [9]. Present-day’s cyber configurations go beyond the hardware and
software components. They also include systemic economic, social, and political
aspects that are so interconnected that it has become virtually impossible to isolate
the human element from the IT systems [10]. Although existing literature provides a
wealth of knowledge on the social facet’s influence on cyber operations, it does little
to explain its relationship to cybersecurity.

According to [11], cybersecurity is the practice of defending computer, servers,
mobile, and electronic devices as well as networks from malicious attack. This type of
term is known as information technology security and applied for a variety of context
from the business. There are different types of cybersecurity functions are used for
managing cybersecurity. This includes network security, application security, infor-
mation security, and operational security. These processes are having a significant
impact on the promotion of cybersecurity and influence the approach of businesses
and organizations. However, there are different types of threats that are influencing
the approach of the management to maintain the effectiveness in cybersecurity. The
education, medical, and public entities are facing the various issues related to cyber-
security that influencing the data management and increasing the threats. The types
of threats involve the cybercrime that includes targeting the system for financial
gain. The second form of threats is cyberattacks that are politically motivated for the
gathering of the information for personal benefits. The third is cyber terrorism that
is intended to undermine the electronic system to increase the fear in Internet users.
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2.2 ICT Application and Security Issue

The field of information and communication technology (ICT) has evolved with
time. It has significantly increased any country’s responsibility concerning citizens’
security, in addition to having both peaceful and non-peaceful uses [12]. This tech-
nology helps provide easy and secure ways of reaching valid information. In contrast,
it can also lead to identity theft or access to personal information without permis-
sion, i.e., cyberattacks. Cybersecurity is the term used for the security of data. While
this field affects multiple disciplines, the most significant sector affected by ICT
is education. In the current scenario, the universities are using the ICT tools for
managing the educational activities that help to maintain the communication 24*7.
The online communication and sharing of the information are allowing the students
and professors to get knowledge of process and issues. The implementation of ICT
in education is increasing the value to teach and learning by enhancing the effective-
ness by utilizing the videos and audio files. People connected to the Internet using
different devices such as computers, tablets, and smart phones [6]. The networking
system of universities involves the administrative, management, and educational
data. The protection of these kinds of data is the major priority of the universities as
it can harm the trust and reputation of the organization. The universities are become
more concerned about cyber issues and using the different tools and technologies to
overcome the threats.

The issues with ICT related to security are involving the privacy means, lack of
understanding of the utilization of the tools and applications for connecting with the
portal of the university. The third-party vendor services and unauthorized access to
the data is also a big security threat for universities that are using the ICT services.
In addition to this, the lack of knowledge related to ethical and legal policies for
managing the data and security level is influencing the utilization of the technology.
As per the views of the Ullah et al. [13], the Distributed Denial of Services (DDoS)
attacks are a most common type of cyber issues in ICT that affecting the level
of education venue. The motive of such attack is to disruption to the institute’s
network, system or data center that harms the productivity and system approach of
the university. The target of such attack is poorly managed and protected portals of
the universities. Another issue related to security for ICT is data theft. This affects the
level of education by stealing the data of the students and staff such as name, mobile
numbers, address, bank details, and email. The hackers are selling the information
to the third-party or used as a bargaining tool and extort money.

The Internet, which is the flagship product of ICT, is a strong tool for cultural
exchange and a source of wealth for human civilization. The Internet offers people
freedom never previously acquired a possibility of escape, but also of exchanges.
While the relationship between different peoples through the network has its advan-
tages, it is also dangerous and complex. The term cybercrime was born at the end of
the 90s, with the explosion of exchanges via ‘the net’. This period was marked by
increasingly frequent infringements on the Internet, such as violations of the rights to
privacy or confidentiality. The arrival of the Internet, from the top debit, has led to the
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emergence of a new criminality category, cybercrime. Therefore, it was necessary to
set up legislation to adapt to this new type of crime [14].

In the current scenario, major universities are offering the course through an
online platform that is helping in engaging the students and staff members. The
online classes and workshops help provide flexible learning and maintain commu-
nication among professors and students. The universities have developed websites
that offering information related to the course and providing the study material. The
students can log in into the portal through personal email id. This kind of facility is
having a framework for maintaining the security as personal information of students
and university management may not be used for personal benefits. Apart from this,
the issues related to cyber hacking and data manipulation harming the reputation
of the universities. The challenges related to cybersecurity issues that universities
are facing in the current scenario involve the regulatory compliance, third-party
vendor services, lack of expertise for protecting the data and open culture [15].
These issues are affecting the approach and work of universities in Saudi Arabia.
University management needs to improve the security level to maintain the effective-
ness and trust of the staff and students. The management is looking for improvement
in cybersecurity by applying the new technology and verification codes that help in
protecting the unauthorized access and hacking.

Research Questions

1. What are the major cyber threats for the universities of Saudi Arabia?

2. Are the universities able to handle the threats?

3. What are the policies that could be useful for the universities to overcome the
threats of cybersecurity?

This study empirically investigates and appraises the present state of cyberse-
curity management and policies of ten public universities in Saudi Arabian, with a
specific focus on the potential cybersecurity breaches. It is important to have certain
supporting objectives to complete the assessment:

e The first objective is identifying the risk and threat caused by cybercriminals
against the universities in Saudi Arabia. There is a significant lack of risk and threat
when it comes to cybersecurity for higher education regarding the importance and
scale of a large volume of sensitive data.

e Second objective by examining whether the universities are ready to handle
the threats and risks they face. Preparation must be determined by the level of
cybersecurity management in the universities.

e Third objective by suggesting recommended policies to enhance the manage-
ment of cybersecurity in the universities. The process of selecting and identi-
fying specific recommendations will be driven by providing evidence including
a recommendation in the context of research.

The implementation of cybersecurity measures requires large investment for soft-
ware and firewalls. In addition to this, cultural issues like bring your own devices to
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increase the challenges for the universities to develop a secure wider network. By
providing the basic training to the management and students for using the network
and access of the personal portal can help secure the data. The management can
provide a simple handbook for policies and tips for practising good cybersecurity
hygiene. This kind of training and sharing of the information can be useful for the
users to protect the network and all access points that could reduce the issues related
to cybercrime with their accounts. Another cost-effective approach to protecting the
data is the implementation of multi-factor authorization [16]. This will involve extra
security steps for users to login into their account onto the network. This will prevent
unauthorized access and help to improve the security level. If the users follow the
MFA tool for authentication can be helpful to improve the network security and
managing the tasks according to the policies of the university. The end-users secu-
rity software is providing the facility for scanning the computer for malicious codes
and support to remove them from the computers. According to Pandey and Misra
[17], the Master Boot Record (MBR) technique is useful for the encryption of the
data and hard drives and detecting the threats. The implementation of electronic secu-
rity encryption is helpful for the real-time detection of the malware issues through
analysis of the heuristic and behavioral analysis of the program or code. The proper
monitoring of the network and devices can be a good approach for protecting from
the cyber issues and improves the security. The knowledge of the potential behavior
of the programs and devices is useful for identifying the issues that could lead to
cybercrime.

2.3 Increasing the Complexity of Cybercrime
in the Education Sector

As stated above, universities contain a large amount of data regarding students’
personal information. The following research studies are the top cybersecurity factors
that businesses or the education sector today must consider [18]

Increasing complexity, frequency, and scale of cybercrimes
Leakage of sensitive data, malicious or inadvertent

Loss of intellectual property

Strengthening of regulations

Interconnection of company networks and process control networks

Employees’ cybersecurity awareness is an essential factor for preventing and
securing organizations from cyber threats and to be aware of security threats while
using the Internet [19]. Employee’s usage of the Internet has become an integral
part of any organization’s everyday operations. Technologies also provide opportu-
nities to exploit new markets and respond to the specific needs of clients. Univer-
sity employees’ understanding of cybersecurity awareness is essential considering
their daily use of the Internet. Since the beginning of the technology revolution,
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higher education institutions start following technological innovation and digital
transformation techniques [18].

Universities face several issues in changing the traditional education system to an
eLearning system. Operational risk is one of the challenges faced in this transforma-
tion process. There are some policies and tips for protecting from the cyber issues
that involve timely update the software and operating system of the device and the
network. This will help in implementing the latest security patches for improving
the security level. In addition to this, the utilization of the antivirus software will
be helpful for the management to identify and remove the potential threats from
the computer that could harm the data and files. The trick and knowledge related to
not opening the attachments from the unknown senders and links can be useful for
protecting the devices from infected malware [20]. Moreover, university manage-
ment needs to set strong passwords and validation codes for restricting unauthorized
access.

2.4 Prevention Measures from Cyberattack

The universities need to craft improvement in the measures and policies to protect
the data from the cyberattack. These organizations are facing various issues and chal-
lenges that are affecting the reputation and trust of the stakeholders which directly
affect the financial gain of the universities. According to Puthal et al. [21], there are
different types of approaches available for protecting the data and computer from
the cyber-attack or other digital crimes. The foremost approach for protecting the
computer from the cyberbullying of attack is providing the knowledge and informa-
tion related to security principles of the management or other users of the network.
This is an economical and simple step for improving cybersecurity. In addition to
this, the use of firewalls for the Internet connection can be useful to increase the level
of security and overcome the issues related to data theft. This is a major issue for the
universities to maintain the secure network connection and check the IP addresses
of users to identify the unauthorized access into the portal. Apart from this, it is
necessary to secure the Wi-Fi network for improving the safety as it will limit the
access of the network and control the unauthorized access into the network. This
could be useful for the universities to manage the security operation and identifies
the potential threats by optimizing the security checking. The proper monitoring
and standers approaches for login and access of the university data can help to craft
improvement in the networking and offering the online education and information
to the students and staff members.
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3 Research Methodology

For conducting the research successfully and in the right manner, the researcher
needs to determine the method of the research. The selection of the right method
is beneficial for achieving the goals and objectives. To choose the right method for
the research, the consideration of three aspects is essential such as divers, barriers,
and segmentation. The method of research involves the quantitative and qualitative
and mix type. Qualitative method of research is applied for collecting the data that
influence the opinion of the people to examine and explaining the facts considering
the aim and objectives of the research. This method is allowing the researcher to
collect and analyze the secondary data from the authentic sources and critically
analyze the different aspects of the topic of the study [22]. The quantitative method
of research is applied to discussing the hypothesis derived from the theories. This
kind of method is beneficial for the analysis of the objectives of the study. Apart
from this, the mixed method of research is used for overcoming the drawbacks of
both qualitative and quantitative methods of research and involve theoretical and
numerical data to improve the validity and reliability of the research and meet the
objectives more professional manner [23].

For the current research, the researcher has applied the qualitative method for
collecting the data and analysis. According to this method, the researcher has
collected the non-numerical data from the websites of the universities of Saudi Arabia
to critically analyze the policies related to cybersecurity. This has helped to gain the
information related to management and cybersecurity concern and approach of the
universities of Saudi Arabia (See Appendix A for the list of the universities). Apart
from this, the researcher has observed the policies of the universities to get knowledge
of the measures implemented for protecting the data and piracy of the management.

3.1 Research Approach

To conduct the research, there are two types of research approaches that have been
used that involve the inductive and deductive types. The inductive approach of
research is used for developing theories considering data analysis and observation.
Apart from this, the deductive approach is used for proving the theory by making
emphasis on the aim and objectives of the research. This kind of approach is useful
for discovering new phenomena considering the findings of the previous studies and
analyzing the different perspectives that could help in supporting the arguments of
the current research. This is a good technique for identifying the gaps in the research
and maintaining the focus on the current standards. However, the indicative research
is more open and helping to get the knowledge and understanding of the existing
situation but having less concern over the past studies for developing the theory [24].
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For the current research, the researcher has applied the deductive approach for
analyzing the cybersecurity management and policies of the Saudi Arabian universi-
ties. The kind of approach has allowed the researcher to collect the primary data from
the websites of the universities and compare the policies for managing cybersecurity.
This kind of approach has also helped to develop a valid and reliable conclusion by
using the data available through the authentic sources and explaining the concept and
variables that have influence the findings of the study. The consideration of existing
data and information has helped in proving the theory and satisfying the aim and
objectives of the study to meet the desired outcome to analyze the issues that affecting
the networking, data interchange and offering the information to management and
students using the online portal of study in a secure manner.

3.2 Research Design

Research design is an important element for managing and systematically completing
the study. This section of the study is providing the detail information related to the
what questions need to be answered and when will be the study carried out as well as
what type of data is going to be used for conducting the study. In addition to this, the
research design is helping the researcher to select the technique for collecting and
analyzing the data according to the type of study. There are three types of designs
have been used for managing the study that involves the descriptive, exploratory, and
casual. The descriptive design of the study is used for collecting and analyzing the
information related to large and specified groups by focusing on the two variables of
the study. The exploratory design is used for analyzing the issues by making emphasis
on the objectives of the study. This design is flexible and supports the researcher to
explore the new ideas and plan the actions that help in meeting the aim of the study.
Moreover, it is providing insight into more subjective matters that influence current
policies and standards of the chosen topic [25]. Apart from this, the casual design of
the research is applied for analyzing the cause effect relationship of the study and
determining the flow of the data collection approach using the various techniques.

For managing the current research for analyzing the cybersecurity management
and policies of the Saudi Arabian universities, the researcher has selected the
exploratory research design. This design helps complete the qualitative research and
gain an understanding of the issues and approaches a more professional manner. By
using this design, the researcher has done the strategic planning for maintaining the
research in a systematic manner that has saved the time for collecting the data from
the websites of the universities. The utilization of flexible sources for completing the
research has also helped to invalidate the data and increasing the reliability as data
is collected from the unbiased sources. Moreover, the researcher has involved the
users and included the internal reports of the universities based on cybersecurity and
threats to improving the authenticity of the study. This kind of design and approach
has helped the researcher to conclude the study simply and more easily by focusing
on the aim and objectives of the study.
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3.3 Data Collection

Data collection is an important aspect of the study that driver the whole research and
influences the overall actions and outcome of the research. To increase the validity
and reliability of the research, the researcher needs to collect the authentic data and
support the aim and objectives. However, this research collected the data from the
websites of the Saudi Arabian universities to understand the policies and measures
that applied by the management for overcoming the threats of the data hacking,
phishing, and unauthorized access into the portal. Apart from this, the consideration
of information provided in the literature review has also helped in supporting the
arguments and discussion of the finding. This kind of data collection approach of the
researcher has also supported in minimizing the cost of the study and completing it
in the estimated time.

3.4 Sampling and Data Analysis

To conduct the primary research, the researcher needs to define the sampling method
and size of the sample. The prior identification and selection of the population and
characteristics of the respondents are helpful for the researcher to develop a logical
conclusion from the finding of the data analysis. For the sampling, there are two
types of methods have been used that involve the probability and non-probability
sampling. The probability sampling method is applied when the researcher knows
the entire population. Apart from this, the non-probability methods are applied where
the researcher is free for choosing the sample according to own convenience [26].
Now, to complete the study about analyzing the cybersecurity management and
policies of Saudi Arabian universities, the researcher has applied the non-probability
method and selected the sample size of 10 universities of Saudi Arabia.

Data analysis is the most important part of the research that helps in developing
the valid conclusion and meets the objectives and aim of the study. The current
study is based on the qualitative type and exploratory research design. Therefore,
the researcher has chosen the thematic and frequency distribution analysis method
for the analysis of the data collected through the primary method. The researcher
has developed the themes based on the questions and evaluated the collected data.
To maintain the systematic approach for the presentation of the data, the researcher
has developed the graphs with an interpretation of the respondents related to the
challenges and policies of the universities. This kind of presentation will help the
readers to understand the response and approach of the analysis that used for evalu-
ation of the data [27]. Moreover, this kind of approach is beneficial for maintaining
transparency and offering the recommendations to maintain the effectiveness in the
cybersecurity for the universities of Saudi Arabia. Apart from this, the researcher
has provided a discussion over the findings of the analysis to satisfy the aim and
objectives of the research.
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4 Data Analysis

The important part of the research is the data analysis which provide the right infor-
mation related to the study and help the readers to understand and well knowledge
the process of the researcher evaluate the sample to meet the aim and objectives
of the research. The researcher has developed different theme by focusing on the
approaches of the selected universities and analyzed of their websites and students
portals. Furthermore, the researcher has observed the actions and approaches of the
students and staff to get the access of the information using the websites of the univer-
sities. This can help to understand the related actions and issues of the universities
as well as own experience by analyzing through the cyber policies and standards of
the universities.

Theme 1: Experience of Cybersecurity at University

There are many universities in Saudi Arabia that offering different types of courses
and classes according to global standards and providing support to the students
through the website. The management has developed a dynamic website that offers
the information related to course, library and future activities in the time of COVID-
19. According to the analysis of the 10 universities websites from Saudi Arabia, the
leading universities like King Abdulaziz, Jazan University, King Faisal University
and Qassim University have updated the privacy policies for the cybersecurity and
protection of the data. The managements have developed the sites that have protection
for unauthorized access and seeking for the registration before login into account
of the university. The knowledge is the legal framework and follow us with the
regulations for the cybersecurity guidelines is supporting the universities to maintain
the quality network and provide the safety for the users of the website. Apart from
this, the King Fahd University of petroleum and minerals, University of Hail and
Taibah University are not secured according to the guidelines of the IT to protect the
content and information of the visitors of the sites and students. The changes in the
current policies and guidelines for the cybersecurity are not updated in the websites
if the universities and having a negative impact on the privacy and leading toward the
issues like hacking and phishing. Now, the management of the universities need to
understand the challenges and get the support from the IT companies to increase the
security level and maintain the good practices for storing and access of the accounts
of the staff and students.

Theme 2: Major Issues Observed

According to the analysis of the online portal of the universities of Saudi Arabia, it
can be considered that some of the online portals are having good practices related to
maintaining cybersecurity. The universities such as Jazan University, Qassim Univer-
sity, King Abdulaziz, and King Khalid University have implemented the protocols
and applied tools that are checking the IP addresses and approach of the users to main-
tain the security. The issues that identified in the online education process involve the
phishing of the data, data leakage, and IoT ransomware. These are having a direct
impact on the devices that are connected with the network of the organization. The
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users are facing the challenges related to the stealing of personal information from
their accounts and changes in the bio and other data without their permission. As per
the analysis of the websites of the universities, the lack of monitoring and regular
updating of the security versions the users are facing issues. Most of the issues have
been found in King Fahd University of petroleum and minerals, University of Hail
and Taibah University. The users have a complaint about these but lack of concern
and response from the management is influencing the issues related to cybersecurity.
The phishing of information about the passwords, usernames, and payment details
for the course is having a negative impact on the process of the data using the online
portals of the universities. The users are not trusting the entities and not providing the
personal details through contact services of the websites of the universities. The lack
of security measures is having a direct impact on the reputation of the educational
institutions and raising the questions for the management to maintain the standards.
Moreover, the evaluation of websites related to cyber policies have highlighted the
issues related to data privacy as there are no policies for cloud-based data storage and
access to it. The universities are not following the General Data Protection Regula-
tion that is defined by the IT authorities of the nation. The leakage of information
is a major threat for the students and staff members as it can be used for personal
benefits or fraud. The threat of stealing personal data is requiring strict actions from
the universities to overcome the threats related to cybersecurity. In addition to this,
the Distributed Denial of Services (DDoS) attacks are the most common type of
cyber issues in ICT that affecting the level of education venue (Fig. 1).

Theme 3: Awareness of the Policies Related to Cybersecurity

According to the evaluation of the websites of Saudi Arabian universities, it has
carried out that only 3 out of every 10 students from different universities are having
the knowledge of the policies related to cybersecurity. Most of the network users are
not aware of the policies and regulations that need to be considered for maintaining
the protection of the data and information they are sharing through the network. Apart
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from this, the universities management is not offering any training and information
related to the cyber policies that might help in increasing the safety of the data
and support in protecting the data. The IT facilities are operated by approval of the
university management.

According to the analysis of websites of the universities, there are some policies
and privacy-related regulations are mentioned that are helping the users to understand
the approach for using the network. The Jazan University, Qassim University, King
Abdulaziz, and King Khalid University have implemented the protocols and applied
tools and offering the information related to the utilization of the cloud services
and use of the protocols for managing the details of the individual. The universities
are also offering information for the responsibilities of the individual for using the
network and login to the portal. The policies are applied for users and devices of the
IT facilities and services and the IT team is configuring the computers and laptops
that helping to protect the information and data from hacking and phishing. However,
it is the responsibilities of people to get the knowledge and information of the poli-
cies and legal obligations to maintain their privacy and protection from the issues
related to cybercrime. The management and students have to get the knowledge and
understanding of the applicable statutory legislation for maintaining the standards
and following the guidelines of the universities. In addition to this, the universities
have to provide the information for attack and cyber issues that might cause problems
for the individual through advertising and IT support (Fig. 2).
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Theme 4: Awareness of the Policies Related to Cybersecurity

There are various sources that are offering information and knowledge about the
cybersecurity approaches and framework for improving the protection level for the
data. To gain the knowledge of cyber policies, the literature review and analysis of
website have provided the name of sources such as online articles, discussion with the
IT experts, focusing on the privacy policies mentioned on the website of the univer-
sities and joining the workshop. All the users of university are not from the technical
background and not having much understanding of the issues and cybersecurity. To
gain knowledge after facing the issues, the users of the IoT and ICT services of
universities are giving preference to reading the online articles and approaches to
utilizing the particular software. This kind of approach has helped them to under-
stand the operational process and developing the technical skills that might support
in mitigating the vulnerabilities.

The implementation of cyber securities is not having a direct impact on the
approach of an individual as hackers are using the advance tools and techniques
for phishing and stealing the data. According to the analysis of the policies and
framework if university’s cybersecurity, it can be considered that major sources of
gaining the knowledge of the policies and cybersecurity measures are online reading
and follow up of the standards mentioned on the website of the university. The major
legislations of the Saudi Arabian government for cybersecurity involve the Telecom
Act 2001, Anti-Cyber Crime Law 2009, and Electronic Transaction Law 2007. The
management and students of the universities can get information about cybersecu-
rity and approaches by reading these articles and improve practices for controlling,
regulating and applying the legal framework for managing the online accounts.

According to the analysis of the websites of universities, it can be considered that
Jazan University, Qassim University, King Abdulaziz and King Khalid University,
King Fahd University of petroleum and minerals, University of Hail and Taibah
University have mentioned the policies and framework for the protection of the data
of individual by following the policies. The websites of these universities are offering
the knowledge and understanding about the legal information related to security
and offering of the personal information to authorized links of the university. The
management has clearly stated that the use of privacy control measures as per the
government and university approaches for managing cybersecurity is helpful for
overcoming the risks (Fig. 3).

Apart from this, the universities are getting the knowledge and understanding
from the leading cyber companies for protecting their network, operating system
and cloud data. As per the analysis, the major universities of Saudi Arabia are taking
assistance from the United States’ National Institute of Standards and Technology
(NIST) for gaining the knowledge about the cybersecurity functions and improving
the policies for the Internet security. In addition to this, the USA organization is
offering the knowledge and creating the awareness about the cloud computing that
involves the identification of safe and private network for offering the learning and
education to the students and providing the facility for the controlling the activities
and managing the data safe and secure. Moreover, the organizations have to develop
the IT expert desk for offering the information related to the policies and approach for
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the individual to manage the cybersecurity operations. The comprehensive knowl-
edge and information related to security policies will help to overcome the issues.
The lacking in monitoring and understanding of the policies are creating threats for
Saudi Arabian universities to manage the cyber issues and improve security.

Theme 5: Changes Required for Improving the Cybersecurity

The major changes that suggested by the respondents involve continues develop-
ment and improvement in cyber defences, monitoring and review of the practices
and activities of people who involve in the unauthorized access of the data. More-
over, it is important for the universities to develop the risk audit and compliance
committees that are responsible for the implementation of the practices and offering
of the information to the management and users. The analysis of sites and cyber-
security policies of universities has suggested that overseeing of the cybersecurity
and capability control is also essential for improving the approach of the universi-
ties for managing the IT facilities. The framework of universities is lacking and not
meeting the standards of operational support facilities. The programmers and testing
team is required for supervising and identifying the gaps in the security services
and implementation of the support plan to fix it. According to the principles of the
data security, the changes that required for mitigating the issues of Saudi Arabian
universities involve the adoption, compliance and regulatory management.

There is the requirement of cloud security coordinator center in Saudi Arabia that
will look after the equipment and provide the training to the I'T experts for creating the
awareness about the issues and approaches that help in protecting from cybercrime.
As per the analysis, the major requirement for strict implementation and adherence
to all current cybersecurity laws in the universities and compulsory training for the
management for better understanding of the cloud data and protection.
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5 Discussion and Conclusion

The research has analyzed the cybersecurity management and policy issues in Saudi
Arabian Universities and identified that there are various issues that are influencing
the approach of the staff and students to maintain the privacy and other security
measures for data. According to analysis, the university is lacking in infrastructure
development and continues improvement in the cyber policies and regulations. The
students and management are also not aware of the policies and protection standards
that required for improving the data security to maintain the safety of their personal
information and digital learning approaches. The research has also identified the
computing technologies used by the universities for offering education and securing
there data and activities over the network. In addition to this, the study has analyzed
that the universities have developed websites that offering information related to
the course and providing the study material. The students can login into the portal
through personal email id.

In the current scenario, the higher educational institutions are using the digital
technologies and devices for offering the learning and sharing of the study material
with the students. This is helping to connect with the students and monitor their
learning more effective manner. Moreover, this type of learning is also helping the
students to get real-time support from the website of the universities by accessing the
library by creating the account. However, the cybersecurity issues related to phishing,
hacking attack of the various viruses and hacking is influencing the approaches of
the individual. There is no awareness about the issues and policies for maintaining
the standards of the security which influencing the management approaches and
implementation of good practices [3]. The knowledge and application of the global
policies and regulations for cybersecurity can be useful for the university manage-
ments to overcome the impact of the hacking, malware attack, phishing of the data
and misuse of the cloud storage. The issues with ICT related to security are involving
the privacy means, lack of understanding of the utilization of the tools and appli-
cations for connecting with the portal of the university. Moreover, information and
knowledge of the multilayer cybersecurity approach is the best way to protect the
data and systematically manage the information.

According to the analysis of the study, the universities of Saudi Arabia are looking
to update the cybersecurity measures and policies to increase the standards of cyber
activities and actions.

As per the analysis, the implementation of the new technique is involving end-to-
end protection. The implementation of electronic security encryption is helping for
the real-time detection of the malware issues through analysis of the heuristic and
behavioral analysis of the program or code. Apart from this, the study has identified
that universities of Saudi Arabia are using different software and suits that are helping
to increase the level of cybersecurity. In addition to this, the implementation of cloud-
based security protection is helping the universities and management to secure the
browsing and protecting from the virus attack as it blocked the site of links.
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In addition to this, the lack of implementation of intrusion policies for detecting
unauthorized access is also affecting the cybersecurity of the universities. The study
has discussed and provided the information related to the implementation of excep-
tions policy and host integration that can be useful for the universities to protect the
data and maintaining the security level. The exceptions policy provides the ability
to exclude applications and processes from the detection of the virus and scan the
data. In addition to this, host integration is helping the users and network providers
to enforce and restore the security of the client computer that influence the level
of the security and give the information about the implementation of protocols of
accessing the portal. Apart from this, the research has identified the approaches that
required the changes in the policies and framework for managing data security at the
university level.

By considering the analysis and identification of cybersecurity issues and manage-
ment approaches of the Saudi Arabian universities, it can be considered that the
identified 10 universities are facing different issues. The management has to look
into the challenges and have to plan the development for the betterment of the secure
network. Following are the recommendations that could be useful for the universi-
ties to manage the issues and craft improvement in the cyber policies and implement
them strictly:

e The universities can take support from the international agencies that are identi-
fying the issues and developing the tools for protecting the data. The American
companies are best in this business and offering the best software and frame-
work that could help the universities to improve the standards. The universities
can contact with the NIST of USA for constancy and offering the support for
continuous improvement in the policies and infrastructure of the organizations.

e For protecting from the cyber issues and craft improvement in the services options
and data management, it is recommended to the university management to conduct
the regular monitoring of the servers, devices, network, and approaches of the
users. The proper auditing will be helpful for the management to understand the
factors that are creating barriers and make real-time efforts to improve the services
standards.

e The management of universities has to develop the IT desk for protecting cyber
issues. This kind of approach will help in influencing the security measures. The
development of the IT expert desk for offering the information related to the
policies and approach for the individual to manage the cybersecurity operations.
The comprehensive knowledge and information related to security policies will
help to overcome the issues. In addition to this, the use of Al tools and technology
will be helpful for improving the protection which will monitor the approach of
the users and functioning of the operating system.
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Appendix A: List of Universities

1. King Abdulaziz University https://www.kau.edu.sa/Home.aspx
2. King fahd university of petroleum and minerals http://www.kfupm.edu.sa/ar/
Default.aspx
3. King Faisal University https://www.kfu.edu.sa/sites/Home/
4.  King Khalid University https://www.kku.edu.sa/
5. King Saud University https://www.ksu.edu.sa/en/
6.  Qassim University https://www.qu.edu.sa/
7.  TaibahUniversity https://www.taibahu.edu.sa/Pages/AR/Home.aspx
8.  Taif University https://www.tu.edu.sa/
9.  University of Hail http://www.uoh.edu.sa/Pages/default.aspx
10.  Jazan University https://www.jazanu.edu.sa/
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Central Bank Digital Currencies )
(CBDCs) as a New Tool Gecte
of E-Government: Socio-economic

Impacts

Galia Kondova(® and Patrik Riiegg

Abstract A central bank digital currency (CBDC) in comparison with other forms
of digital money presents a direct claim on the issuing central bank. There are
three architecture types of CBDC, namely indirect CBDCs, hybrid CBDCs, and
direct (retail) CBDCs, all based on blockchain technology. This paper briefly
discusses these three types and outlines the major socio-economic effects this new
e-government tool could have on the economy.

Keywords CBDC - Digital currency + E-government + Blockchain + Economic
policy

1 Introduction

Cryptocurrencies have been on the rise since the launch of bitcoin shortly after the
global financial crisis in 2008. The blockchain being the underlying technology
behind cryptocurrencies facilitates peer-to-peer transactions in a secure manner
without the necessity of a trusted third party and thus promises efficiency gains.
Several central banks have been exploring possibilities for the introduction of a
central bank digital currency (CBDC), which is digital legal tender based on the
blockchain technology [1].

It is worth noting that electronic money is available for quite some time including
e-banking transactions, credit card transactions, online transactions, etc. One major
difference, however, between digital currency and the CBDC is the way the settlement
of transactions takes place. Currently, the processing and settlement of customer
transactions are restricted to financial institutions [2]. Thus, the customer faces the
risk of default of the financial institution as an intermediary in the transaction. In the
case of a direct CBDC, however, the CBDC presents a direct claim on the issuing
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central bank and the central bank handles all retail payments. This last aspect implies
important socio-economic impacts that will be discussed later.

2 CBDC Architectures

According to Auer and Boehme [3], there are three fundamental retail CBDC archi-
tectures under discussion, namely the direct, the hybrid, and the indirect CBDC. An
overview of the three CBDC types is presented in Fig. 1.

The direct CBDC entitles the holder to a direct claim on the issuing central
bank which is also responsible for handling all retail payments. The financial
intermediaries or the central bank itself are responsible for the onboarding of the
users.

Central Bank e . claim on an

-
(
CBDC-PSP X +CBOC is a claim
Hybrid CBDC
“
4————— Legal Claim C
‘ Person (if account-based) or pseudonym (if token-based) ﬂ Merchant

Fig. 1 Synthetic, direct, and hybrid CBDC scheme of legal claims and settlement occurrence [3]
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The indirect CBDC presents a claim on an intermediary that is fully backed at the
central bank. The central bank only handles wholesale payments in this case. The
intermediaries are responsible for the onboarding of customers and the settlement of
retail payments. The indirect CBDC architecture thus resembles the current two-tier
banking system only that it is operated on a new technology, namely the blockchain.

The hybrid CBDC (h-CBDC) incorporates a two-tier structure with direct claims
on the central bank while real-time payments are handled by intermediaries. The
intermediaries are also responsible for onboarding and handling retail payments.

3 Socio-economic Impacts

To assess the impact of the introduction of a CBDC, it is important to identify the
most important stakeholders. These include the central bank, private banks, firms,
and consumers [4] for which the following socio-economic impact analysis has been
conducted.

3.1 Impact on Consumers

Auer and Boehme [3] highlight the importance of a CBDC providing a “cash-like
with peer-to-peer functionality” and offering “convenient real-time payments” in
the design of its architecture. Furthermore, the choice of an underlying technology
(blockchain or a conventional infrastructure) should be made to ensure “resilient and
robust operations.” Moreover, decisions on how to deal with consumer information
should be made to make sure that the CBDCs are “accessible to all” and “ensure
privacy in lawful exchange” [3]. Finally, CBDCs should facilitate cross-border
payments.

Bank of England [5] formulates the core CBDC design principles in regards of
retail payments as being reliable and resilient, fast and efficient, and innovative and
open to competition.

An important consideration is also whether a CBDC is interest-bearing or not,
the latter being classified as “cash-like” since bank notes and coins today are not
interest-bearing [6].

3.2 Impact on Central Banks

Digital currencies like CBDCs could be considered as a new tool for conducting
monetary policy by central banks. Some authors argue that CBDCs could “accom-
modate features that can potentially amount to granting additional powers to central
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banks, such as having higher surveillance power over transactions and imposing
negative interest rates, which would otherwise be absent or limited” [7].

Bank of England [5] identifies several opportunities from a central bank perspec-
tive, namely supporting a resilient payment landscape, avoiding the risks of new
forms of private money creation, supporting competition, efficiency, and innovation
in payments, meeting future payment needs in a digital economy, improving the
availability and usability of central bank money, addressing the consequences of
a decline in cash use, CBDC could function as a building block for better cross-
border payments. An additional strong advantage could be the availability of a
programmable feature to CBDCs based on the application of smart contracts. This
would allow for automated money flows or automated interest payments [8].

At the same time, [5] also identifies risks associated with the introduction of a
CBDC, namely disintermediation risk (switching from deposits to CBDC, posing
a threat to private banks, and therefore the availability of credit to companies and
households), financial instability through a rapid flow from deposits toward CBDC
(e.g., digital bank run).

3.3 Impact on Banks

The possible introduction of a CBDC has the potential to disrupt the traditional retail
banking sector business models by enabling a peer-to-peer financial system without
the need of financial intermediaries. Thus, CBDC poses the risk of a loss of the
systemic advantage of the banking sector while at the same time increases pressure
on banks to keep up with innovations of the FinTech companies.

Banks are already facing strong competition from FinTech companies like the P2P
lending platforms in Europe. They effectively provide for provision of credit without
bank intermediation [9]. This P2P lending could become even more important with
the introduction of a direct CBDC since this would enable a P2P lending in CBDC
equal to physical cash borrowing from a friend.

Vives [9] envisages that all these disruptive trends would lead in the long run to
the development of a platform economy enabled by a CBDC to offer wide-range,
consumer centric financial services in a partnership business model involving all
stakeholders.

4 Conclusion

This paper provided an overview of the CBDC architectures under discussion and
the related socio-economic impacts.

There are several opportunities related to CBDCs that have been identified in
association with payment transactions such as an improved efficiency of cash circu-
lation as well as lower costs of payment transaction. In addition, it is expected that



Central Bank Digital Currencies (CBDCs) as a New Tool ... 177

the introduction of CBDCs would facilitate the financial inclusion of private digital
payment providers as well as enhance the traceability and monitoring of payment
transaction. In terms of monetary policy, the expected benefits are related to a better
monetary control due to the real-time data collection.

On the other hand, several socio-economic challenges have been identified in
relation to CBDCs such as increased expenses for addressing cybersecurity issues,
preventing money laundering abuses, and ensuring system resilience. Moreover, the
introduction of a CBDC poses a most significant challenge, namely the one of trans-
forming the existing legacy payment infrastructure without threatening the financial
system as a whole.
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An Adaptive Self-modeling Network m)
Model for Multilevel Organizational L
Learning

Giilay Canbaloglu, Jan Treur, and Peter Roelofsma

Abstract Multilevel organizational learning concerns an interplay of different types
of learning at individual, team, and organizational levels. These processes use
complex dynamic and adaptive mechanisms. A second-order adaptive network model
for this is introduced here and illustrated.

Keywords Multilevel organizational learning - Adaptive network model *
Self-model

1 Introduction

Multilevel organizational learning is a complex, dynamic, adaptive, cyclical, and non-
linear type of learning involving multiple levels and both dependent on individuals
and independent of individuals. It is multilevel because the learning of an organization
involves learning at the level of individuals, at the level of teams (or groups or
projects), and at the level of the organization via feed forward and feedback pathways:

Through feed forward processes, new ideas and actions flow from the individual to the
group to the organization levels. At the same time, what has already been learned feeds back
from the organization to group and individual levels, affecting how people act and think.
(Wiewiora et al. [5], p. 532)
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There is growing consensus in the literature that the theory of organizational learning
should consider individual, team, and organizational levels. (Wiewiora et al. [15], p. 94)

There is a huge amount of literature on multilevel organizational learning such as
[1, 3,5, 7-9, 14, 15]. However, systematic approaches to obtain (adaptive) compu-
tational models for it cannot be found. In the current paper, a self-modeling network
modeling perspective is used to model the different adaptive, interacting processes
of multilevel organizational learning.

Computational modeling of multilevel organizational learning provides a more
observable formalization of multilevel organizational learning and provides possi-
bilities to perform “in silico” (simulation) experiments with it. To this end, the self-
modeling network modeling approach introduced in Treur [10] that is explained in
detail in Sect. 3 is used in this current paper.

First, Sect. 2 presents how literature provides ideas on mental models at individual,
team, and organization level and their role in multilevel organizational learning. Then,
Sect. 3 explains the characteristics and details of adaptive self-modeling network
models, and how they can be used to model the different processes concerning
dynamics, adaptation, and control of mental models. In Sect. 4, the controlled adap-
tive network model for multilevel organizational learning is introduced. Then, in
Sect. 5, an example simulation scenario is explained in detail. Section 6 is a discussion
section.

2 Background Literature

The quotes in the introduction section illustrate the perspective adopted here. Mental
models are considered a vehicle to model the interplay of learning at individual, team,
and organizational level. Individual mental models learnt are a basis for formation
of shared team mental models; these shared team mental models provide input for
the shared mental models at the organization level. Conversely, these shared mental
models at organization and team level are used to improve shared team mental models
and individual mental models, respectively. The picture of the different pathways
shown in Fig. 1 is a slightly rearranged version of Fig. 1 in Crossan et al. [5] and also
strongly resembles Fig. 4 of Wiewiora et al. [15] and Fig. 3 of Wiewiora et al. [14].

Inspired by this, as a basis for the analysis made here, the considered overall
multilevel organizational learning process consistsof the following main processes
and interactions; see also [5] and Wiewiora et al. [15]:

(a) Individual level

(1) Creating and maintaining individual mental models

(2) Choosing for a specific context a suitable individual mental model as
focus

(3) Applying a chosen individual mental model for internal simulation

(4) Improving individual mental models
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Fig. 1 Dynamics of Individual Group Organizational

organizational learning; [ Feed forward >

adapted from Crossan et al.

[5], Fig. 1. For a similar
picture, see Wiewiora et al.
[15], Fig. 4 and Fig. 3 of
Wiewiora et al. [14]

(b)

()

(@

(e)

®

Individual
Group

Organizational

From individual level to team level (feed forward learning)

(1) Deciding about creation of shared team mental models
(2) Creating shared team mental models based on developed individual
mental models

From team level to organization level (feed forward learning)

(1) Deciding about creation of shared mental models
(2) Creating shared mental models based on developed individual mental
models

From organization level to team level (feedback learning)

(1) Deciding about teams to adopt shared organization mental models
(2) Teams adopting shared mental models

From team level to individual level (feedback learning)

(1) Deciding about individuals to adopt shared team mental models
(2) Individuals adopting shared team mental models by learning them

Individual level

(1) Creating and maintaining individual mental models

(2) Choosing for a specific context a suitable individual mental model as
focus

(3) Applying a chosen individual mental model for internal simulation

(4) Improving individual mental models



182 G. Canbaloglu et al.

This overview provided useful input to the design of the computational network
model for multilevel organizational learning that will be introduced in Sect. 4.

3 The Self-modeling Network Modeling Approach

In this section, the self-modeling modeling approach [11] used is explained. A
network model is defined by (where X and Y are nodes or states of the network):

e Connectivity characteristics
Connections from one state X to a state Y with their weights wy y
® Aggregation characteristics

For any state Y, a combination function ccy(..) is used to specify the aggregation
that is applied to the impacts wx yX(#) on Y from the incoming connections from
states X to ¥

e Timing characteristics

For each state Y, a speed factor ny defines how fast it changes for given causal
impact.

The following difference equations are used for simulation; they are based on the
network characteristics @y y, ¢y(..), 7y in a canonical manner:

Y@+ A =Y(@) +nyley(@x,y X, (1), ..., 0x, y Xi (1)) = Y(O)]Ar (1)

for each state Y, where X to X, are the states from which Y receives incoming
connections. The dedicated software environment [11, Chap. 9] includes a library
with currently around 50 basic combination functions. The examples of basic combi-
nation functions that are applied in the model introduced here can be found in Table
1.

By a self-modeling network (also called a reified network), a network-oriented
conceptualization can also be applied to adaptive networks; see Treur [10]. Here,
new states are added to the network (called self-model states) representing network
characteristics. These self-model states are depicted at a next level (called self-model
level or reification level); the original network is at the base level.

This is often applied to the weight wy y of a connection from state X to state Y’; this
is represented by a self-model state Wy y. Similarly, any other network characteristic
from wy y, cy(..), ny can be self-modeled by including self-model states. For example,
a speed factor 5y can be represented by a self-model state Hy.

This self-modeling network construction can be applied iteratively to obtain
multiple orders of self-models at multiple (first-order, second-order, ...) self-model
levels. For example, a second-order self-model may include a second-order self-
model state Hy,, , representing the speed factor 7y, , for the (Iearning) dynamics of

WX,y
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Table 1 The combination functions applied in the introduced network model

Notation Formula Parameters
Adyapced alogistice,«(V1, [1+570(V1]+--- i 1+lm 1(1 + e97) Stee'pne'ss o>0
logistic Vi) Excitability threshold
sum T
Steponce steponce, g(..) 1 if time 7 is between « and B, else 0 Start time o

End time B

Hebbian hebby (V1, V2, Vix Vol — V3) +pVs V1,V» activation
learning V3) levels of states X and
Maximum | max-hebb, (V{, |max(hebby (Vi, V2, V3), Vu, ..., V}) Y; V3 activation level
composed | ..., Vi) of the self-model
with state Wy y
Hebbian Persistence factor p
learning
Scaled smax, (V1, ..., max(Vy, ..., Vi)lh Scaling factor '\
maximum | Vi)

first-order self-model state Wy y which in turn represents the adaptation of connec-
tion weight wy y. Similarly, a persistence factor (i, , of such a first-order self-model
state Wy y used for adaptation (e.g., based on Hebbian learning) can be represented
by a second-order self-model state My, , .

In the current paper, the self-modeling network perspective is applied to design a
second-order adaptive mental network architecture addressing the mental and social
processes underlying organizational learning by proper handling of individual mental
models and shared mental models. In this self-modeling network architecture, the
base level addresses the use of a mental model by internal simulation, the first-
order self-model the adaptation of the mental model, and the second-order self-
model level models the control over this; see Fig. 2. In this way, the three-level
cognitive architecture described in Treur and Van Ments [11], Van Ments et al. [13]

i S d-order self-model
Control of adaptation EEOIFOIEr HEllFnnole
of a mental model of a mental model
A A
1 1
v
Adaptation — First-order self-model
of a mental model of a mental model
3 | 2 1
v v
Internal simulation - Base level with a mental model
by a mental model as subnetwork
Three-level cognitive architecture Self-modeling network architecture

Fig. 2 Computational formalization of the three-level cognitive architecture for mental model
handling from Van Ments et al. [12] by a self-modeling network architecture
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Fig. 3 Connectivity of the second-order adaptive network model for the second-order self-model
of the mental models: the interactions between the first-order self-model level and the second-order
self-model level: the second-order Hebbian learning for the second-order W-states (the Wyy-states)

is formalized computationally in the form of a self-modeling network architecture.
In Bhalwankar and Treur [2], it is shown how specific forms of learning and their
control can be modeled based on this self-modeling network architecture, in particular
learning by observation and learning by instruction and combinations thereof Yi and
Davis [16], Van Gog et al. [12]. Some of these forms of learning will also be applied
in the model for multilevel organizational learning introduced here in Sect. 4.

4 The Network Model for Organizational Learning

In the considered case study concerning tasks a, b, ¢, and d, initially, the individual
mental models of 4 people are different and based on some strong and some weak
connections; they do not use a stronger shared mental model as that does not exist
yet. The multilevel organizational learning addressed to improve the situation covers:

1. Individual (Hebbian) learning by persons of their mental models through internal
simulation which results in stronger but still incomplete and different mental
models. Person A and C’s mental models have no connection from task c to task
d, and person B and D’s mental models have no connection from a to b.

2.  Formation of two shared team mental models for teams T1 (consisting of persons
A and B) and T2 (consisting of persons C and D) based on the different individual
mental models. A process of unification by aggregation takes place (feed forward
learning).
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Nr | State | Explanation

X; | a_A | Individual mental model state for person A for task a

X:; | b_A | Individual mental model state for person A for task b

X; | c.A | Individual mental model state for person A for task c

Xy | d_A | Individual mental model state for person A for task d

X: | a_B | Individual mental model state for person B for task a

Xs | b B | Individual mental model state for person B for task b

X: | ¢.B | Individual mental model state for person B for task ¢

X; | d_B [ Individual mental model state for person B for task d

X; | 2 C | Individual mental model state for person C for task a

X | b_C | Individual mental model state for person C for task b

Xu | ¢ C | Individual mental model state for person C for task ¢

X2 | d_C | Individual mental model state for person C for task d

Xi; | 2 D | Individual mental model state for person D for task a

Xis | b_D [ Individual mental model state for person D for task b

X;s | ¢ D | Individual mental model state for person D for task ¢

Xjs | d D | Individual mental model state for person D for task d

X2 | a T1 | Shared mental model state for team T1 for task a

Xz | b_T1 | Shared mental model state for team T1 for task b

Xis | ¢_T1 | Shared mental model state for team T1 for task ¢

X3 | d_T1 | Shared mental model state for team T1 for task d

X | a2 T2 | Shared mental model state for team T2 for task a

X2 | b_T2 | Shared mental model state for team T2 for task b

X | ¢_T2 | Shared mental model state for team T2 for task ¢

Xy | d_T2 | Shared mental model state for team T2 for task d

X3s | 2 O | Shared mental model state for organization O for task a
X35 | b_O | Shared mental model state for organization O for task b
X3: | ¢ O | Shared mental model state for organization O for task ¢
X33 | d_O | Shared mental model state for organization O for task d
Xz | cong; | Context state for Phase 1: individual mental model simulation and learning
X35 | cong: | Context state for Phase 2: creation of shared mental models for teams T1 and T2
X31 | congs | Context state for Phase 3: creation of a shared mental model for organization O
x Context state for Phase 4: learning shared team mental models from the shared

3| COMkt | hental model for organization O
o [ Context state for Phase 5: learning individual mental models from the shared mental
# | €O | models for teams T1 and T2

Xs: | congs| Context state for Phase 6: individual mental model simulation and leaming

Fig. 4 Base level states of the introduced adaptive network model

3. Formation of a shared organization mental model based on the two team mental
models. Again, a process of unification by aggregation takes place (feed forward
learning).

4. Flow of information and knowledge from organization mental model to team
mental models, e.g., a form of instructional learning (feedback learning).

5. Learning of individual mental models from the shared team mental models, e.g.,
also a form of instructional learning (feedback learning).

6. Improvements on these individual mental models by individual learning through
internal simulation which results in stronger and now complete mental models
(by Hebbian learning). Now, person A and C’s mental models have a connection
from task c to task d, and person B and D’s mental models have a connection
fromatob.
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The connectivity of the introduced network model is shown in Fig. 3; for an
overview of the states, see Figs. 4 and 5, and for more details about the connections
and how they relate to (a) to (f) from Sect. 2, see the Appendix stored as Linked Data
at URL https://www.researchgate.net/publication/354352746.

The undermost base level of this model has mental model states for individuals,
teams and organization, and also context states for activation of six different phases
(like the (a) to (f) in Sect. 2.3) at different times. The mental states of persons are
connected to each other according to the order of the tasks, and the first ones have a

Nr | State Explanation

X35 | Waapa | First-order self-model state for the weight of the connection from a to b within
the individual mental model of person A

X3s | Wy aca | First-order self-model state for the weight of the connection from b to ¢ within
the individual mental model of person A

Xs; | Weaga | Furst-order self-model state for the weight of the connection from c to d within
the individual mental model of person A

X3z | Wosps | First-order self-model state for the weight of the connection from a to b within
the individual mental model of person B

Xss | Woper First-order self-model state for the weight of the connection from b to ¢ within
the individual mental model of person B

Xw | Wesas | First-order self-model state for the weight of the connection from ¢ to d within
the individual mental model of person B

X4y | Wycre | First-order self-model state for the weight of the connection from a to b within
the individual mental model of person C

X | Wicec | Furst-order self-model state for the weight of the connection from b to ¢ within
the individual mental model of person C

Xy | Wecae | First-order self-model state for the weight of the connection from ¢ to d within
the individual mental model of person C

Xy | Woppp | First-order self-model state for the weight of the connection from a to b within
the individual mental model of person D

Xy | Wypep | First-order self-model state for the weight of the connection from b to ¢ within
the individual mental model of person D

Xy | Wepap | First-order self-model state for the weight of the connection from ¢ to d within
the individual mental model of person D

Xy | Wonpn | First-order self-model state for the weight of the connection from a to b within
the shared mental model of team T1

Xis | Worien | First-order self-model state for the weight of the connection from b to ¢ within
the shared mental model of team T1

X | Werien | First-order self-model state for the weight of the connection from ¢ to d within
the shared mental model of team T1

X5 | Wyrym | First-order self-model state for the weight of the connection from a to b within
the shared mental model of team T2

Xs1 | Wi ne 2 | First-order self-model state for the weight of the connection from b to ¢ within
the shared mental model of team T2

Xs2 | Werian | First-order self-model state for the weight of the connection from ¢ to d within
the shared mental model of team T2

Xss | Waopo | First-order self-model state for the weight of the connection from a to b within
the shared mental model of the organisation O
Xss | Wooco | First-order self-model state for the weight of the connection from b to ¢ within
the shared mental model of the organisation O
Xss | Weoqo | Furst-order self-model state for the weight of the connection from c to d within
the shared mental model of the organisation O

Fig. 5 First-order self-model states of the introduced adaptive network model
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connection from first context state to be able to start to perform internal simulation
and learn. As can be seen in Fig. 3, some connections between task states of persons
are dashed, which means initially there is no connection. Therefore, states where
these dashed connections are, are the “hollow” non-known mental states of persons.
These states have connections from a fifth context state to enable to observe the
improvement of individual with the impact of organization and team mental models
in Phase 5. The base level mental states relate to the basic tasks and can be considered
as the basic ingredients of the mental models representing knowledge on relations
between tasks.

To make the mental models adaptive, first-order self-model states are added in
the intermediary level. These are W-states representing adaptive weights for each
developed connection of individual, team, and organization mental states in the base
level. There are also intralevel W-to-W connections between first-order W-states
here to provide feed forward learning in Phase 2 and Phase 3 and feedback learning
in Phase 4 and Phase 5 [5]. These W-to-W connections correspond to the arrows for
feed forward and feedback learning shown in Fig. 1.

Formation of shared team and organization mental models is performed by this
feed forward learning mechanism, and the learning from the shared organization
mental model and the shared team mental model by individuals occurs by the
feedback learning mechanism.

To control this adaptivity in first-order adaptation level, second-order self-model
states are added in the uppermost level. In first place, there are Wyy-states (higher-
order W-states) for (intralevel) connections between first-order adaptivity level W-
states, in other words, adaptive weight representation of the connections of adaptive
weight representation states in the level below. These control processes are left out
of consideration in Fig. 1 based on Crossan et al. [5] and Wiewiora et al. [15] but still
are crucial for the processes to function well. Additionally, Hyy-states for adaptation
speeds of connection weights in the first-order adaptation level and Myy-states for
persistence of adaptation are placed here. This provides the speed and persistence
control of the adaptation. For a full specification of the network model, see linked
data at https://www.researchgate.net/publication/354352746.

5 Example Simulation Scenario

In this scenario, for reasons of presentation, a multi-phase approach is applied to
get a clear picture of the progress of multilevel organizational learning via teams.
In general, the model can also process all phases simultaneously. It is possible to
see the feed forward flow of the development of shared team mental models from
individual mental models first, formation of the shared organization mental model
originating from teams’ mental models, then and finally, by the feedback flow, the
impact of these shared mental models on teams and individuals. In practice and also
in the model, these phases also can overlap or take place entirely simultaneously.
The considered six phases are as follows:
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e Phase 1: Individual mental model usage and learning

This relates to (a) in Sect. 2. Different individual mental models by four different
persons are constructed and strengthened here. The knowledge levels of people for
the tasks, initially, are not same. Thus, the learning levels are different as can be seen
in the first phase between time 25 and 200 in the simulation graph in Fig. 6. For
example, activation levels of first three base state for tasks a to ¢ of person A from
Team 1 and person C from Team 2 (a_A to c_A and a_C to c_C) increase while the
activation levels of states for task d (d_A and d_C) remain at zero indicating that they
do not have knowledge on this task. A similar lack of knowledge is observed for the
other persons B from Team 1 and D from Team 2, for task a this time. Therefore, the
activation levels of their states a_B and a_D remain at zero in this phase, while others
getincreased (b_B to d_B and b_D to d_D). After this first individual learning phase,
forgetting takes place for all persons because they do not have perfect persistence
factors self-model M-state values (values < 1, meaning imperfection). Increased
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Overall Simulation
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Wh-states during phase 1, start to slightly decrease after phase 1 at different rates
representing the differences between persons concerning forgetting speed.

e Phase 2: Shared team mental model formation (feed forward learning)

This relates to (b) in Sect. 2. Formation of two shared team mental models happens
in this phase. The collaboration of the individuals creates the aggregation of their
mental models as part of feed forward organizational learning (in this case team
learning). The W-states of the teams (W, 11y 11 t0 W 1.4 11 and W, 12 12 to
W. 124 12) increase at different rates in Phase 2 between time 250 and 300 in Fig. 6.
Team 1 becomes better at the connection c—d, and Team 2 becomes better at connec-
tion a— b because the teams have different persons. Then, these shared mental models
are maintained by the two teams.

e Phase 3: Shared organization mental model formation (feed forward
learning)

This relates to (c¢) in Sect. 2. A shared organization mental model is formed in this
phase from the unification and aggregation of the two shared team mental models.
The values of shared organization mental model W-states (W, o 0 t0 W¢ 04 0)
increase here between time 350 and 400.

e Phase 4: Feedback learning of the shared team mental model from the shared
organization mental model

This relates to (d) in Sect. 2. Knowledge from the shared organization mental
model is received by the team mental models as a form of (instructional) feedback
learning here in this phase. The (higher-order adaptive) connections from organiza-
tion W-states to teams W-states (Xg3 to X73) become activated, and the teams start
to get stronger connections about tasks.

e Phase 5: Feedback learning of the individual mental models from the shared
team mental models

This relates to (e) in Sect. 2. Improved knowledge from shared team mental
models is received by individuals as a form of (instructional) feedback learning
in this phase. Higher-order adaptive weight states for connections from teams W-
states to individual W-states (Xs¢ to Xg7) are activated. This provides the learning of
individual mental models and gives persons the chance of improving their unknown
connections in the next phase. For instance, the person A starts to learn about the
task d that it does not know in the beginning by the help of its team. In Fig. 6, the
We-states of persons make jumps in this Phase 5 between time 650 and 800.

e Phase 6: Individual mental model usage and learning

This relates to (f) in Sect. 2. Persons start to further improve their knowledge and
skills (their mental models) already strengthened in Phase 5 by Hebbian learning
[6]. Person A’s knowledge on task d (state d_A) becomes nonzero now (obtained
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via shared team mental model), and similar improvements are observed for other
persons and their “hollow” unknown states.

6 Discussion

Within mainstream organizational learning literature such as Crossan et al. [5],
Wiewiora et al. [15], mental models at individual, team, and organization levels and
the interplay of them are considered to be a vehicle for organizational learning. This
is called multilevel organizational learning. Based on developed individual mental
models, by socalled feed forward learning, the formation of shared team mental
models can take place and based on them, a shared mental model for the level of
the organization as a whole (see also Fig. 1 adopted from the mentioned literature).
Once these shared mental models have been formed, they can be adopted by individ-
uals within the organization, indicated as feedback learning. This involves a number
of mechanisms of different types that by their cyclical interaction together can be
considered to form the basis of multilevel organizational learning. These mecha-
nisms have been formalized in a computational manner here and brought together
in an adaptive self-modeling network architecture. The model was illustrated by a
relatively simple but realistic case study. For the sake of presentation, in the case
study scenario, the different types of mechanisms have been controlled in such a
manner that they are sequentially over time. This is not inherent in the designed
computational network model: these processes can equally well work simultane-
ously. The two lowest levels of the three-level network model describe Fig. 1 very
well, especially the intralevel connections within the middle level directly correspond
to the arrows in Fig. 1. However, the necessary control of these processes is left out
of consideration in Fig. 1 but is fully addressed here by the highest (third) level.
For many more details about this modeling approach for multilevel organisational
learning, see also the forthcoming book [4].

One of the extension possibilities concerns the type of aggregation used for the
process of shared mental model formation. In the current model, this has been based
on the maximal knowledge about a specific mental model connection. But other forms
of aggregation can equally well be applied, for example, weighted averages. Another
possible extension is to make states used for the control adaptive in a context-sensitive
manner, such as the second-order self-model H- and M-states for the individuals,
which for the sake of simplicity were kept constant in the current example scenario.
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Convolutional Long Short-Term Memory
(Robust-ST-ConvLSTM)

Wael Saideni, David Helbert, Fabien Courreges, and Jean Pierre Cances

Abstract Recently, video prediction algorithms based on neural networks have
become a promising research direction. Therefore, a new recurrent video prediction
algorithm called “Robust Spatiotemporal Convolutional Long Short-Term Memory”
(Robust-ST-ConvLSTM) is proposed in this paper. Robust-ST-ConvLSTM proposes
a new internal mechanism that is able to regulate efficiently the flow of spatiotem-
poral information from video signals based on higher-order Convolutional-LSTM.
The spatiotemporal information is carried through the entire network to optimize
and control the prediction potential of the ConvLSTM cell. In addition, in tradi-
tional ConvLSTM units, cell states, that carry relevant information throughout the
processing of the input sequence, are updated using only one previous hidden state,
which holds information on previous data unit already seen by the network. However,
our Robust-ST-ConvLLSTM unit will rely on N previous hidden states, that provide
temporal context for the motion in video scenes, in the cell state updating process.
Experimental results further suggest that the proposed architecture can improve the
state-of-the-art video prediction methods significantly on two challenging datasets,
including the standard Moving MNIST dataset, and the commonly used video pre-
diction KTH dataset, as human motion dataset.
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1 Introduction

Video prediction, one of the emerging fields of computer vision, is facing several
challenges [1-5]. Actually, it has gained significant interests due to its broad-ranging
realistic forecasting applications, such as traffic flow prediction and video surveil-
lance.

The great progress made by deep learning in a wide range of applications and
research fields, motivated authors to explore deep learning architectures to predict
future video frames. The main advantage of deep learning models is their poten-
tial to learn adequate features from high-dimensional data, such as videos, in an
end-to-end manner without hand-designed features [6]. However, despite the signif-
icant progress in deep learning architectures, video prediction is still considered as
a big challenge, especially in terms of output visual quality and long-term predic-
tion. Therefore, our Robust Spatiotemporal Convolutional Long Short-Term Memory
(Robust-ST-ConvLSTM) algorithm is proposed as a long-term prediction algorithm
that outperforms the state-of-the-art approaches in terms of quality performances.
Our algorithm is based on a modified version of ConvLSTM cell. Obviously, Con-
vLSTM is not very efficient in handling long sequences. Indeed, ConvLSTM-based
algorithms focus on stochastic features of the data rather than its spatial distortion.
Also, a temporal information encoding in ConvLSTM unit [7] is based on first-
order Markovian architecture. Thus, making long-range temporal correlations hard
to extract. In addition, the vanishing gradient problem often occurs in training first-
order RNN-based predictive algorithms [8].

Bearing all these drawbacks in mind, we propose our Robust-ST-ConvLSTM
algorithm for video prediction. With the following properties, we hope our algo-
rithm will pave the way for the application of recurrent neural network on real-wold
datasets:

Spatial and temporal data are taken into consideration jointly.

The new spatiotemporal memory (ST M) cell transfers low-level and semantic

aspects of the dynamic scene which are the key of generating future frames.

e The Robust-ST-ConvLSTM new internal mechanism offers new cell state and
hidden state transition functions to efficiently regulate the flow of spatiotemporal
information from the input videos.

e The algorithm aims to rely on N previous hidden states, that provide temporal

context for the motion in video scenes, to update one cell state at every timestep.

The remainder of this paper is organized as follows: The related works on video
prediction are discussed in Sect. 2. In Sect. 3, our proposed Robust-ST-ConvLSTM
algorithm is presented. Sect. 4 provides the experimental results. Sect. 5 concludes
the paper.



A Novel Video Prediction Algorithm Based ... 195

2 Related Works

Video prediction algorithms have used various deep learning architectures to enhance
the quality performance of the predicted frames and to fasten the process. Deep
learning has been extensively used to analyze the frames and extract their features
exploited in spatiotemporal predictive learning.

Recent deep learning approaches can be categorized into three classes: recur-
rent neural approaches, convolutional networks-based algorithms, and generative
networks.

Recurrent neural networks (RNN) have demonstrated a significant success in
recent video prediction-related works [9-25]. ConvLSTM [7] is considered as a cru-
cial branch in predicting future frame. A two-stream architecture based on adversarial
training to model deterministic dynamics is proposed by Zhang et al. [12]. It enables
to update hidden states along a z-order curve. Wang et al. [26] proposed PredRNN
as a sequence of recurrent blocks defining an additional global memory cell in order
to ameliorate the prediction ability of the network. However, the proposed memory
cell transfers long-term and short-term data at the same time which can restrict the
predictive performances of the network. Therefore, a pair of memory cell is intro-
duced in [27] and explicitly decoupled to deal with different variations. Also, reverse
scheduled sampling strategy was added to learn temporal dynamics and reduce the
training discrepancy between the encoding and the prediction structures.

Convolutional networks, considered as feed-forward neural networks, are also
commonly used in the future prediction problems. A multi-model is defined in [28]
to model dynamic patterns and learn image representation by combining temporal
and spatial sub-networks. In [29], Deep Voxel Flow (DVF) is trained to synthesize
future frames by flowing pixel values directly from input frames. It can predict
the in-between frames (interpolation) and the future frames (extrapolation) of the
input video. Another interesting convolutional networks for video prediction are 3D
convolutions-based models to capture temporal consistency [30-33].

Generative networks are used to synthesize new frames by learning a probabil-
ity distribution from the input data. Generative Adversarial Networks (GAN) [34]
are commonly used in video prediction architectures. Kwon et al. [35] proposed
a retrospective cycle GAN-based algorithm to predict video frames. In [36], it is
confirmed that conditional Generative Adversarial Networks (cGAN) can ensure
the spatiotemporal coherence between the input videos and the generated frames.
Designing a network by dividing the video data into content part and motion part is
discussed in [37]. The content part detects the objects in the sequence and the motion
part captures their movements. This video prediction framework introduces a new
adversarial learning scheme.
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3 The Proposed Robust Spatiotemporal ConvLSTM
Architecture

Our algorithm is based on Robust Spatiotemporal Convolutional Long Short-Term
Memory (Robust-ST-ConvLSTM) cell that is an extended version of ConvLSTM
cell.

3.1 Convolutional Long Short-Term Memory (ConvLSTM)

ConvLSTM is considered as a Long Short-Term Memory (LSTM) [38] network
applied on high-dimensional data. In fact, LSTM is a powerful network commonly
used to solve time series problems thanks to its ability to avoid long-term dependency
problems and remember information for long periods of time. Its main structure
enables to connect previous information to the future function. However, LSTM is
inadequate to process high-dimensional data since it requires 1D vectors as input.
Therefore, ConvLSTM was proposed to extract spatial features for the prediction
mode. Different from LSTM unit, ConvLSTM cell structure is based on 3D tensors,
including the inputs X, the cell states C,, and the hidden states H,.

3.2 The Proposed Robust Spatiotemporal ConvLSTM
Algorithm

Robust Spatiotemporal ConvLSTM (Robust-ST-ConvLSTM) algorithm shows a new
internal mechanism that is able to regulate efficiently the flow of spatiotempo-
ral information from video signals based on higher-order Convolutional-LSTM.
The proposed algorithm decides the cell state C;, from N previous hidden states
(Hi-2, ..., H_y). N will be fixed by the user depending on the application, the
reconstruction quality required and the computational resources available. The pro-
posed Robust-ST-ConvLSTM requires also to implement a memory flow to hold
the spatiotemporal information in order to optimize and control the prediction abil-
ities of ConvLSTM. Indeed, the memory flow will be a second cell state to handle
spatiotemporal data since the cell state C, handles temporal data and will not be
eliminated. Robust-ST-ConvLSTM uses a stack of ConvLSTM units to learn spatial
correlations and temporal dynamics from the input scene. These features will be used
to predict the future frames. Thus, a novel transition function is defined based on
spatiotemporal memory flow to support previous hidden states.

The process of updating temporal cell states C;, in ConvLSTM, is activated from
one timestep to another. However, successive frames have temporal correlations
and very close spatial data distribution. Hence, these properties can be exploited to
make better predictions. Therefore, Robust-ST-ConvLSTM, considered as a higher-
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order ConvLSTM based on memory flow, will exploit the global motion changes
of the consecutive frames and the spatiotemporal memory information to forecast
future frames. An horizontal diagram flow can represent the memory state updating
process for the original stacked ConvLSTM. We suggest here to upgrade the previous
model by updating the memory state horizontally (cell state C;) and also vertically
(spatiotemporal memory state ST M) as shown in Fig. 1. This process will enhance
the way spatiotemporal information is handled from the input to the output and allow
to connect all the recurrent units of the entire network.

From a mathematical perspective, the new robust spatiotemporal unit, illustrated
in Fig. 2, can be defined as:
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Where o is the sigmoid activation function, * and o represent the convolution operator
and the Hadamard product, respectively. Same as ConvLSTM structure, I, and I/
denote the input gates, F; and F, symbolize the forget gates, C, and é{ represent the
potential cell states, O, denotes the output gate. X, represents the input at the time
step t. H,’ symbolizes the hidden state of the Ith layer at the time step . Cf is the
memory state of the Ith layer at the time step t. STMi represents the spatiotemporal
memory of the Ith layer at the time step t. f denotes the function combining N
previous hidden states.
The design of the function f must satisfy the following conditions:

e Hidden states have a spatial structure that should be preserved.

e To capture the context of the previous frames (timesteps), the size of the filters
controlling the previous hidden states structure should increase over timesteps.

e Computational complexity does not have to explode.

In order to implement f, our approach is inspired from recursive least-squares
filters used in signal processing [39]. Indeed, the idea is to focus on returning the
mean value of all elements in the input tensor that handle the previous hidden states.
In Robust-ST-ConvLSTM, combining multiple preceding hidden states generates a
feedback signal. Then, the state of the N-order Robust-St-ConvLSTM is recursively
updated with the following function f:

N
1
ﬂm¢wmwzﬁ§ﬁmmh )
n=1

where o denotes the forgetting factor. The parameter @ (0 < o < 1) gives more
weight to recent hidden states.

Unlike ConvLSTM-based architectures, robust spatiotemporal unit depends on
the previous hidden states from the previous timesteps at the same layer and the
spatiotemporal memory state. Precisely, the first layer in a stacked ConvLSTM model
attime step treceives the spatiotemporal memory of the last layer in the stacked model
of the previous time step as illustrated in Fig. 1 (STM] = STM/- | with L is the
number of stacked layers).
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Consequently, the main structure of ConvLSTM has been modified by adding a
second gated structure for the spatiotemporal memory ST M. Yet, the final hidden
state H! depends on the fusion of the spatiotemporal memory state ST M! and the
temporal memory state C.

The spatiotemporal memory is implemented to reduce the loss of spatiotemporal
information in multidimensional data from the top layer to the bottom layer of the
network. Moreover, previous hidden states, used as input, are implemented to enlarge
the visibility of the neural units about the context of the ongoing events at different
timesteps.

In comparison with standard ConvLSTM model, our proposed approach increases
the number of parameters, especially with the addition of a second gated structure.
However, it prevents an unnecessarily expenditure of ConvLSTM model (by adding
some hyperparameters) to obtain the same performances.

4 Experiments

4.1 Datasets and Performance Metrics

Robust-ST-ConvLSTM architecture is tested on two motion video datasets: KTH
[40] for human motion and Moving MNIST [41]. To compare its performances with
the state-of-the-art approaches, frames quality evaluation metrics are used. Those
metrics are peak signal-to-noise ratio (PSNR) and structural similarity index (SSIM)
[42].

4.2 Implementation Details of Robust-ST-ConvLSTM

Python 3.6 is used to implement the proposed architecture. For its ability to store and
process multidimensional data, Pytorch 1.4.0 is used to develop the deep learning
framework.

Adam optimizer [43] is used as an optimization algorithm to minimize the loss
function with a learning rate of 0.0001. We choose a mini-batch of 2 sequences at
each training iteration. We put an end to the training process after 100.000 itera-
tions. As illustrated in Fig. 1, our proposed architecture is composed of 4 stacked
ConvLSTM layers for each timestep. Three hidden states are used to enhance the
prediction process and our model becomes a third-order Robust-ST-ConvLSTM. The
dimensions of the hidden state depend on the input frames.

We train our implementation on the RTX 2060 GPU. It takes about a week to train
the entire network on KTH dataset and about 4 days on Moving MNIST.
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Table 1 Quantitative evaluation of different algorithms on the KTH dataset

Model PSNR(dB) SSIM
ConvLSTM [25] 23.009 0.704
PredRNN [26] 27.624 0.839
PredRNN [27] 28.502 0.831
Robust-ST-ConvLSTM 28.992 0.854

The metrics are averaged over the 20 predicted frames

4.3 Comparisons with the State-of-the-Art Methods

Quantitative results of the proposed algorithm and state-of-the-art networks on KTH
dataset are illustrated in Table 1. Table 1 summarizes the comparisons with previ-
ous methods on PSNR and SSIM. The corresponding frame-wise comparisons are
presented in Fig. 3 and Fig. 4. It can be observed that our proposed Robust-ST-
ConvLSTM for video prediction outperforms the others. It increases the average
PSNR and SSIM over the same number of predicted frames by 26% and 21.31%),
respectively, in comparison with standard ConvLSTM-based method. Also, Robust-
ST-ConvLSTM performs favorably against PredRNN-v2017 [26] and PredRNN-
v2021 [27]. It performs better than PredRNN-v2021 by 1.72% and 2.77% in terms
of PSNR and SSIM, respectively. The efficiency of our proposed approach in fore-
casting future frames in a video is proved by the qualitative results. Figure 5 plots the
generated frames of different methods compared with the ground truth. Robust-ST-
ConvLSTM provides clearer and sharper prediction than other approaches. Details
are predicted accurately because of the memory flow which enhances the long-term
prediction ability of the ConvLSTM cell.

Furthermore, the qualitative evaluation of our Robust-St-ConvLSTM and the
state-of-the-art algorithms on Moving MNIST dataset by predicting 10 frames
based on the features of the previous 10 input frames is illustrated in Table 2.

Fig. 3 Frame-wise PSNR
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Fig.4 Frame-wise SSIM comparisons of different models on KTH dataset after 100,000 iterations
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Fig. 5 Prediction examples on the KTH data set, where we predict 20 frames into the future based
on the past 10 frames

As presented in Table 2, our proposed model outperforms the state-of-the-art
approaches in both metrics, thus confirming the previous observations on KTH
dataset. Our model increases the average PNSR over the 10 predicted frames by
3.15% by comparing it with PredRNN-v2021. In terms of SSIM, our Robust-ST-
ConvLSTM outperforms PredRNN-v2021 by 0.22%. Also, compared with the stan-
dard ConvLSTM based model, our proposed algorithm has better PSNR (>14.59%)
and SSIM (>26.95%) performances.

In this research work, various values of « have been tested randomly
(0 <o < 1) and the optimum value was selected for the comparison («¢ = 0.9).
This means that determining the optimal value of @ could be an interesting research
direction. Previous observations about the value of « and the number of hidden states
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Table 2 Quantitative evaluation of different algorithms on the MNIST dataset

Model PSNR(dB) SSIM
ConvLSTM [25] 28.380 0.705
PredRNN [26] 30.569 0.869
PredRNN [27] 31.525 0.893
Robust-ST-ConvLSTM 32.520 0.895

The metrics are averaged over the 10 predicted frames

confirm that a trade-off should be done between quality performances and computa-
tional cost, in the future research work, to enhance the quality performances of the
predicted images without training a computationally expensive algorithm.

5 Conclusion

In this paper, we present a new recurrent neural network model for predicting future
video frames named “Robust Spatiotemporal ConvLSTM” (Robust-ST-ConvLLSTM).
It is based on a new robust spatiotemporal unit, an extension architecture of Con-
vLSTM. Our approach learns extra information from the memory flow that handles
the spatiotemporal information to significantly improve the long-term frame predic-
tion. We further improve the temporal context for the motion in videos by opting
for a higher-order ConvLSTM approach to enable cell states update from previous
hidden states. Qualitative and quantitative results demonstrate the superiority of our
algorithm dealing with video prediction, showing state-of-the-art performance in
KTH and Moving MNIST datasets. This architecture inspires us to further explore
recurrent structures to optimize the computational cost of the algorithm and generate
accurate predictions in the future research work.
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System Using Profinet Communication m
for Improving a Laser Engraver i

Milian Badea(, Sorin-Aurel Moraru®), and Vlad Stefan Petre

Abstract This article presents a system created by the authors using Profinet
communication for improving a laser engraver machine used in industrial processes
for creating parts. Especially in the automotive industry, but also in many other manu-
facturing processes, a laser engraver is used to ensure the recognition and traceability
of the parts within the production process. The system incorporates an operator panel
for management, an easier way to define and apply engraving models, and a user
permission system for better operability. The productivity is increased by changing
the landmark involves two simple operations, changing the nest and the recipe. By
introducing the Electronic Key system is eliminated unauthorized changes. Due to the
RFID system and working with recipes is making impossible the incorrectly loading
of the inscription program. The system allows modification of the laser program for
each piece, and in the case of complex parts, data from the 2D code of the compo-
nents received from another supplier to be found in the 2D code on the assembled
part. Due to the multitude of messages and signals, an easy diagnosis of the machine
is displayed on the operator panel, showing the status of the sensors on the machine,
the status of the monitoring signals, and the error messages. A correct treatment of
non-compliant parts by evaluating the signals and implementing the scrap box is
making available.
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1 Introduction

Laser engraving is the removal of material from the top surface down to a specified
depth. Laser engraving is the practice of using lasers to engrave an object. The
technique does not involve the use of inks, nor does it involve tool bits which contact
the engraving surface and wear out [1].

Laser inscription is an innovation that is being broadly used as a part of metal and
non-metal material preparing, which incredibly reduces the handling time and costs
and improves the nature of work piece [2]. The main principle that a laser engraver
works on is using a laser to inscript a piece of material of any kind and it is mostly
used for modern assembling and generation applications. Laser engraving works by
coordinating the yield of a powerful laser most regularly through optics [3].

In many branches of the nowadays industry the inscription process is used mostly
in order to allow the identification of the final industrial products. The usage of this
procedure is preferred over other methods, such as labeling or painting the products
[4].

A laser engraving machine consists of three main parts: a laser, a controller, and
a surface. Such a system can be built in many ways, the outcome being the same.
Regardless the way it is build and managed, an engraving machine presents several
advantages, e.g., being an economic, non-contact and a safe process, it can work
on a range of depths and many types of materials, it is highly efficient and quality
focused, it is a high-speed procedure and can be used in many domains for many
applications [5].

The mechanism used by a simple engraving machine is very basic, thus there
are many ways to improve the process done by it. There is needed a laser engraver
machine controlled by a PLC controller and a predefined program uploaded for the
specific model that should be engraved. Some enhancements could be added to this
system, to ease the process overall. A PC is used for creating the model for inscription
and uploading it to the machine, other devices are used to ensure an easy operation
for the user such as operator panel, a solution to scan a model to get its code and
level-based access permissions.

2 Improvements of Laser Engraver

In manufacturing processes, especially in the automotive industry, the inscription of
the parts with both text and 1D or 2D is very important, on the one hand for their
recognition on the production line and on the other hand for traceability in case of
problem batches.

The construction and operation of the laser engraver machine before it was
modernized was a classic and relatively simple one (see Fig. 1). A programmable
automaton manages the sensors, the solenoid valves and the safety conditions.
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The connection between the PLC and the Laser Marker was made from a hardware
perspective, through the control Input/Output Terminal Block (16 pin), Contactor
control terminal block (12 pin) and Control Input/Output MIL Connector (40 pin
and 34 pin) interfaces.

Unlocking the Laser Marker was done with the safety relay in the emergency stop
circuit and the closed-door confirmation limiter.

The control signals used were minimal for operation: Trigger input, Trigger
READY Output, Marking output and Marking complete output.

The visualization of the operation mode of the Laser marker is done with the help
of the Marking Monitor software, with its help the program is selected (previously
transferred to the Laser Marker memory) when changing the reference.

The problems identified and that determined the modernization of the machine
are the following:

e Due to the small number of interface signals some parts may be non-compliant,
although the inscription process ends without error (for example when a 2D code
is written and the Mark/2D Code Check signals are not checked OK Output,
respectively, Mark/2D Code Check NOK Output).

e The person who selected the program when changing the reference could easily
be wrong, especially with similar parts. Such a mistake could generate a very
large number of non-compliant parts until it is identified, and the remedy requires
a large consumption of money and time.

e Some more complex parts contain components received from another supplier,
which in turn have inscribed a 2D code with the data of the respective manufac-
turer. There is a requirement for the end customer that the 2D code on the assem-
bled part contain the data of all components. This could not be done because there
is no scanner to read these codes or the possibility of transferring this data to the
laser program.

e Because there is no scrap box, non-compliant parts could be placed, by mistake
of the operator, on compliant parts.
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Fig. 2 Block diagram after modernization

In order to solve all these problems and in addition to make the machine more
flexible for possible subsequent requirements, the equipment was modified as in
Fig. 2.

3 System Components Function Description

3.1 Laser Marking with Profinet Communication

To ensure the Profinet connection between the Laser Marker and the Siemens PLC,
the General Station Description (GSD) file is downloaded from the manufacturer’s
website and installed in the TIA Portal V14 programming environment library. The
installation location is automatically chosen by the application, and to be inserted
in the network it is found in the library on the path: Other field devices/Profinet
10/Sensors/Keyence Corporation.

In the Device configuration/Device view of the TIA Portal V14 programming
environment you can see the allocation of I Address and Q Address. A total of 190
bytes are allocated in the input area, starting with IB200, and 154 bytes in the output
area, starting with Q200.

The communication method is of the command-response type, so several
commands cannot be sent simultaneously. Care must be taken to receive a response
to an order, regardless of whether it is a confirmation or an error.

The main commands used in the program are:

e (Q202.0—“Program Change Request” response 1210.0—“Program Change
Complete”
e (Q200.0—*Start Marking Request” response 1208.0—“Marking Complete”
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¢ Q200.4—“2DC Read Request” response 1205.5—“Mark Check/2DC Read OK
Status” sau 1205.6—“Mark Check/2DC Read NG Status”

e (Q205.1—*“Marked String Read Request” response 1212.1—“Marked String Read
Complete”

e (205.2—*String Change Request” response 1212.2—*“String Change Complete”

The following commands were used to reset the confirmation and error bits:

Q214.0—*“Program Change Complete Bit Clear”
Q212.0—“Marking Complete Bit Clear”
Q216.1—“Marked String Read Complete Bit Clear”
Q212.4—“2DC Read Complete Bit Clear”
Q200.3—*“Error Clear Request”

Because the Laser Marker allows reading the program written with the “Marked
String Read Request” command, the first piece is printed with the unmodified laser
program. Starting with the second part, after scanning the 2D code, the laser program
changes. The program is read upon receipt of one of the signals “Mark Check/2DC
Read OK Status” = 1 or “Mark Check/2DC Read NG Status” = 1 and written
immediately after scanning a valid code. Successful writing in the Laser Marker of
the modified program is signaled on the operator panel by the lamp in the vicinity of
the text "Block sent”. This signal allows the launch of a new registration cycle.

3.2 2D Scanner with Profinet Communication

A 2D Scanner was introduced into the system so that 2D codes could be read and
sent to the PLC as a string of up to 35 characters. Part of this string, according to
the values set in the recipe, can be extracted and inserted in the laser program. The
fields in the recipe that handle the string read by the 2D Scanner are:

With/Without2DScaner (Bool)
LenghtString2DScaner (Integer)
NrByteStartRead (Integer)
NrByteStartWrite (Integer)

The launch of the reading with Scanner is done by a photoelectric sensor that
generates a digital signal when it detects the part in the scanner area, provided that
the With/Without2Dscaner variable is ON. If the reading is done successfully in the
Communication Buffer, the characters that make up the 2D code will be received, if
the Error signal is not activated. The car will be locked until a valid code is received.

As in the case of Laser Marker, the General Station Description (GSD) file is
downloaded from the manufacturer’s website and installed in the TIA Portal V14
programming environment library. The path of installation is the same: Other field
devices/Profinet 10/Sensors/Keyence Corporation.
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The way to allocate bytes in the input/output area of the PLC can also be seen
in TTA Portal, in Device configuration/Device view. Out of the total of 128 Bytes
allocated in the I Address area as read buffer “Read Data 128Byte_1", respectively,
128 Bytes allocated in the Q Address area as write buffer “User Data 128Byte_1”
35 characters are used. This number is determined by the maximum number of
characters of the 2D code to be read.

Reading a code is initiated by activating output Q3.0 defined as Tag
“StartScanKeyence” = 1. The appearance of the read trigger signal causes the scanner
to try to read the code for 4 s.

If the reading is completed successfully, the scanner sets the 14.0 entry defined
as Tag “CodeOK” = 1. This signal informs the PLC that a valid code has been
transmitted, which is converted from a string to a length of 35; this string will extract
the characters to be inserted in the laser program, according to the recipe already
saved in the operator panel.

If the reading ends without success, the message "ERROR!” Is written in the
string; and a signal is generated that locks the machine to a correct reading.

The signals used to evaluate the read operation are: 1205.5—"“Mark Check/2DC
Read OK Status” and 1205.6—“Mark Check/2DC Read NG Status”.

3.3 RFID System

The Radio-frequency identification (RFID) system is composed of: I0-Link Master
with Profinet interface, RFID read/write head, 13.56 MHz RFID tag.

The purpose of introducing this system is to exclude the possibility of incorrect
inscription of a piece. For the correct inscription, several conditions must be met
simultaneously:

e Positioning the inscription piece with respect to the laser at an exact distance (189
+ 21 mm);

e The piece should be positioned so that the laser beam is perpendicular to the
surface;

e The laser program should be the right one.

To meet these requirements, for each piece a nest (support) was made on a 3-D
print. An RFID Tag has been fixed on each nest, which is programmed with the
landmark name. An RFID antenna has been mounted on the machine table, which
will continuously read the TAG in its vicinity. The name of the piece inscribed on
the RFID Tag will also be found in the production recipe, so that it is continuously
checked if the name in the recipe and the one stored in the Tag are identical. If they
are not identical, the machine will not start the cycle and an error message will be
displayed.

Writing and reading TAGs is done via IO-Link Master via a Profinet communi-
cation via the FB1 function (DTIxxx) (see Fig. 3).
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The main parameters of the read/write DTIxxx function are:

Input Parameters:

e HW_ID—In the folder Hardware identifier you can see the Hardware identifier
that the TTA Portal software has assigned to the DTIxxx device;
Execute—activate the operating mode of the DTIxxx function block;
Mode—operating mode of the DTIxxx function block
= 4 read an area of the USER memory of the ID-TAG one time;
= 5 write data to an area of the USER memory of the ID-TAG one time;
TagMemAddr—start address in the USER memory of the ID-TAG to read or write
data;
e [ength—number of Bytes to read from or write to the USER memory of the
ID-TAG;
WrData—send buffer;
RdData—receive buffer.

Output Parameters

e TagPresent—ID-TAG detected in the antenna field;
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Done—completed without error;
Busy—operating mode in process;
Error—operating mode abort with error;
Status—status information or error code.

In the operating mode 4 the function block reads an area of the USER memory
of the ID-TAG one time [6].

With the parameters TagMemAddr and Length select the source area in the USER
memory of the ID-TAG. The destination area in the plc you assign at the parameter
RdData.

When activating the operating mode 4, the function block latches the values of
the parameters TagMemAddr and Length and initializes the data in the receive buffer
first with O x 00. If an ID-TAG is present in the antenna field at this moment, the
function block starts to transfer the data from the USER memory of the ID-TAG into
the receive buffer.

The function block stores the read data in the receive buffer from the buffer
start address onwards regardless of the source address in the USER memory of the
ID-TAG.

If an error occurs, the function block stops reading and shows the error. If the
DTIxxx device reports an error, the function block restarts the reading at the faulted
position. After a certain number of failed attempts (3 by default) the function block
shows the error.

When all data are read the function block shows the output parameter done =
TRUE.

3.4 Electronic Key System

The electronic key system allows the achievement of access levels with different
permissions.

The system consists of a modular adapter in which the token is accessed to be
read and an adapter interface that is mounted in the cabinet with devices and which
through the parallel 4-bit interface transfers the access level.

The adaptation interface has 16 DIP switches with the following function:

Bit0... Bit9—Encode the access code;
Bit10... Bit13—Coding operating state;
Bit14—It has no function;
Bit15—Parity bit.

The access code has alength of 10 bits. The 10 bits for setting the code are available
as a DIP switch on the adaptation interface or in the electronic key for programming
in binary encoding. The access code results from the individual setting of the bits
represented by the DIP switch in the interface and the individual setting of the bits
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Fig. 4 Operating state 1
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in the access code of the electronic key. A unique value generated by setting these
bits with a value between 0 and 1023 is possible for the access code.
The system allows operation in 2 modes (operating state):

e Operating state 0—only an exact match of the bit pattern between the electronic
key and the adaptation interface will allow access;

e Operating state 1—the matching within the bit pattern between the electronic key
and the interface for adapting any bit will allow access.

Operating state 1 allows for greater flexibility by creating groups. The example
of how to work in Operating state 1 is presented in Fig. 4.
Each token comes from the factory inscribed with a unique serial number (byte116
.. byte 123). Chip programming involves:

e Writing an operating state (OS), an access level (AL) and an access code (AC) in
bytes 110... bytes 113;

e (Calculation of the checksum, using the values written in bytes 110... bytes 113
and serial number of the token;

e Writing the token with the values thus prepared.

Electronic key adapter with USB interface code EKS-A-IUX-GO01-STO1 and
Transponder Coding software were used to program the tokens. This is the cheapest,
but more complicated programming possibility because the checksum (CRC—Cyclic
Redundancy Check) must be calculated separately and the bytes are written in
hexadecimal.

Because the checksum is calculated using the hexadecimal value of the control
byte and those representing the serial number of the token, it will be different from
token to token, even if the tokens are identical in operation (same operation state,
access level and access code). It turns out that cloning a token will not work, each
token must be programmed.

Two types of chips were used, obtaining three levels of access, as follows:



214 M. Badea et al.

e No token—operator mode. In this mode, only reset buttons (error reset and part
number reset) are active on the operator panel. The production recipe cannot be
changed;

e Blue token—the regime assigned to the exchange manager. In this mode, the
RECIPE button becomes active, with which a new recipe can be loaded. In this
mode it is allowed only to load the recipe in the programmable machine and not
to edit (modify) them. Remember that uploading a new recipe requires changing
the nest;

e Red token—the regime assigned to the process engineer. In this regime it is
allowed both to upload a new recipe and to modify it if necessary. RFID chip
programming is also allowed.

3.5 Operator Panel for Setting and Viewing Parameters

The operator panel allows the visualization of various messages and states but also
the realization of production recipes that are essential in the operation of the machine.

The status of the sensors on the machine is visualized in the conditions area by
lamps: gray—Ilow status, green—high status. Similar for signals in the LASER status
area with the specification that all these signals are received from the laser recorder
on communication (see Fig. 5).

The laser program and the string read with the scanner are displayed from which
certain characters are extracted and then inserted into the laser program.

The recipe structure is:

e Program (Integer)—no laser program;
e [enghtStringProglaser (Integer)—Laser program length;

Fig. 5 Operator panel for
setting and viewing
parameters SIEMENS SIMATIC HMI
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e With/Without2DLaser (Bool)—With/Without verification 2D Code after regis-
tration;
e With/Without2DScaner (Bool)—With/Without reading 2D code with scanner

— LenghtString2DScaner (Integer);
— NrByteStartRead (Integer);
— NrByteStartWrite (Integer);

e With/WithoutData (Bool)—With/No read/write date
— NoByteStartWriteData (Integer);

e With/WithoutCounter (Bool)—With/Without reading/writing counter
— NrByteStartWriteCounter (Integer).

Depending on the settings in the recipe, the machine can work with or without
changing the laser program. In both cases, the selection of the laser program is done
automatically when the recipe is loaded. It is also possible to check the 2D code after
registration.

Before starting the production, the recipe is selected and the nest is installed
according to the landmark. If the RFID code matches the name in the recipe, the
RFID Code/Recipe OK essay can begin.

4 Operation Without Modification of the Laser Program

Disable the following recipe fields:

o With/Without2Dscaner = 0
e VWith/WithoutData = 0
o With/WithoutCounter = 0

The start of the inscription cycle starts automatically when the piece is placed in
the nest and the light barrier is not interrupted. After closing the door, the cycle goes
like this:

e Select laser program “Program Change Request AUTO” = 1;

e Confirmation of the program change “Program Change Complete” = 1 determines
the start of the registration “Start Marking Request AUTO” = 1;

e Confirmation “Marking Complete” = 1 determines the verification of the 2D code
written “2DC Read Request AUTO” = 1;

e The signals “Mark Check/2DC Read OK Status” = 1 or “Mark Check/2DC Read
NG Status” = 1 represent the end of the cycle and the door opening is commanded.
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5 Operation with Modification of the Laser Program

Disable the following recipe fields:

o With/Without2Dscaner = 1
o VWith/WithoutData = 1
o With/WithoutCounter = 1

The 2D code is scanned; the characters that you want to insert in the laser program
are automatically extracted, according to the values set in the recipe.

The start of the inscription cycle starts automatically when the piece is placed in
the nest and the light barrier is not interrupted and takes place as above.

The signals “Mark Check/2DC Read OK Status” = 1 or “Mark Check/2DC Read
NG Status” = 1 also represent in this situation the end of the cycle and the door
opening is commanded.

When one of the two signals appears, the laser program is triggered (2D Code
from Block1 and Data and Counter from Block?2).

Scanning the 2D code, modifying the laser program and successfully transferring
it is a condition for starting the next registration cycle.

6 Conclusions

The modernization was imposed by both aspects related to productivity and
elimination of errors but also by the customer and solved the following aspects:

Increasing productivity by changing the landmark involves two simple opera-
tions, changing the nest and the recipe. No other settings or adjustments are required,
all data required for production remain saved in the operator panel (HMI), Laser
Marker and Scanner.

Elimination of unauthorized changes by introducing the electronic key system.
By achieving access levels with different permissions, only the process engineer has
access and permission to modify recipes and program RFID tokens.

Impossibility of incorrectly loading the inscription program due to the RFID
system and working with recipes. The name of the recipe and the code stored in the
RFID Tag must be identical for the machine to allow automatic cycle start.

Possibility to modify the laser program for each piece. In this way there is the
possibility that in the case of complex parts, data from the 2D code of the components
received from another supplier (manufacturer code, batch, date of manufacture), to
be found in the 2D code on the assembled part. In this way, the final beneficiary has
all the necessary data by reading a single 2D code.

An easy diagnosis of the machine due to the multitude of messages and signals
displayed on the operator panel. You can see the status of the sensors on the machine,
the status of the monitoring signals (digital input for the PLC) and control (digital
output for the PLC) of the Laser Marker and the error messages.
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Correct treatment of non-compliant parts by evaluating the “Mark Check/2DC

Read OK Status” and “Mark Check/2DC Read NG Status” signals and implementing
the scrap box. This is because the reset of the “Mark Check/2DC Read NG Status”
signal (which locks the machine for the next cycle) is done only by the photoelectric
sensor of the waste box, so the operator is obliged to put the non-compliant parts in
this box.
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Verification and Validation for a Project )
Information Model Based Gy
on a Blockchain

Will Serrano and Jeremy Barnett

Abstract Agile project management based on minimum viable products has some
benefits against the traditional waterfall method. Agile supports an early return of
investment that supports circular reinvesting and makes the product more adapt-
able to variable social-economical environments. However, agile also presents some
intrinsic issues due to its iterative approach. Project information requires an effi-
cient record of the requirements, aims, governance not only for the investors, owners
or users but also to keep evidence in future health and safety and other statutory
compliance-related issues. In order to address the agile project management issues
and address new safety regulations, this paper proposes a project information model
(PIM) based on a distributed ledger technology (DLT) with a ranked procedure for
the verification and validation (V&V) of data. Each V&V phase inserts a process of
authenticity, data abstraction and analytics that adds value to the information founded
on artificial intelligence (Al) and natural language processing (NLP). The underlying
DLT consists of smart contracts embedded on a private Ethereum blockchain. This
approach supports a decentralised approach in which every project stakeholder owns,
manages and stores the data. The presented model is validated in a real scenario:
University College London—Real Estate—Pearl Project.

Keywords Smart contracts + Blockchain - Information model - Real estate -
Artificial intelligence

1 Introduction

Failure of large construction projects is caused by various factors, including delays
or changes in specification, lack of a single source of truth across the different project
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stages, value engineering and cost overruns. Traditional waterfall project manage-
ment has proved inadequate in complex construction projects, where more agile and
lean approaches have already demonstrated success. Minimum viable products that
deliver an early return of investment are becoming investors’ preference as they
are more adaptable to a variable socio-economic environment. Hybrid management
conceptual models unite improved communications, flexibility and the reduction of
design changes by combining the ‘waterfall’, ‘lean’ and ‘agile’ approaches. Hybrid
builds upon total quality management (TQM) and just in time (JIT) principles [1]. The
agile option of ‘fast projects’ based on a gradual, iterative and progressive delivery
has the inherent risk that the project may always finish in the next iteration. Agile
requires the management and supervision of quality in terms of requirements, aims,
governance and health and safety.

To support a successful agile delivery, project information models (PIMs) are
established within the design and construction stages of a project. PIMs assures that
the data, such as requirements or meeting minutes, are validated at every project
stage. This validation confirms its accuracy, compliance with standards and final
completeness. This information is normally in the Employer’s Information Require-
ments (EIRs) and the common data environment (CDE) as the single source of
truth where the entire project team shares responsibility. The Hackitt review has
recognised the importance of a data-driven strategy supported by a PIM in the
Grenfell Tower disaster. The draft building safety bill [2] defines the government’s
proposals to reform the regulatory system for buildings. In addition, there must be a
safety case report as a live document that requires continual review with mandatory
reporting requirements. These wide-ranging recommendations are likely to become
legal requirements in due course. For example, although the current definition of
higher-risk buildings is currently limited to multi-occupied residential buildings of
over or six storeys, these regulations could potentially apply to office blocks. Owners
and property managers of all relevant real estate need to take steps to introduce a
system capable of delivering compliance to protect not only the inhabitants but also
their employees.

In order to address the agile project management issues and address new safety
regulations, this paper proposes a PIM based on a distributed ledger technology
(DLT) with a ranked procedure for the verification and validation (V&V) of data.
Each V&V phase stage inserts a process of authenticity, data abstraction and analytics
that adds value to the information founded on artificial intelligence (AI) and natural
language processing (NLP). Data are initially introduced by different project users
and stakeholders via a Web page and then inserted into the PIM. The underlying
DLT consists of smart contracts embedded on a private Ethereum blockchain. This
approach supports a decentralised approach in which each project stakeholder owns,
manages and stores the distributed ledger data, therefore removing the need for a
centralised or information management system or assessor. The practical application
of the presented PIM includes three phases of verifications:

e Bronze verification: insertion of the data into the smart contract developed within
a private Ethereum blockchain;
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e Silver verification: analysis of the inserted data in the bronze validation extracting
its relevant topics via Al and NLP;

e Gold verification: evaluation of the sentiment and content classification of the text
stored in the silver validation via Al and NLP.

The proposed solution collects information from the different project stakeholders
via a Web page and stores it within the PIM via a private Ethereum blockchain. The
verification and validation of the PIM have been applied to a real scenario with static
data: University College London, Real Estate Pearl Project. First, Sect. 2 describes the
research background of verification and validation models. Then, Sect. 3 presents the
verification and validation models of the PIM, whereas Sect. 4 presents its practical
implementation. Finally, Sect. 5 shares the research conclusions.

2 Research Background

There are numerous V&V methods and statistical techniques although it is unprac-
tical to apply all of them. V&V techniques and approaches can be classified based
on different characteristics and their applicability to the different models and simula-
tions. Effective and efficient V&V methods consist of these precise features: access
to data from real systems, suitability for a virtual simulation, type of requirements and
type of study and finally access to the source code [3]. Unfortunately, the concepts of
V&V are commonplace, and both terms are considered interchangeable. A definer
is embedded at the beginning of the word that distinctly indicates its context based
on the V&V and the systems engineering ‘V’ model [4]. Agent-based simulations
are cost-effective methods for V&V assessments although they present challenges as
well. Whilst there are numerous model standards for design, verification, validation
and presentation, the different theoretical strategies and the relation between models
against reality often remain undefined [5].

2.1 Software

V&V has a key role in the life cycle of software development, particularly within
the safety—critical sector. Cyber-physical systems (CPSs) are composed of physical
and software subsystems. Numerous tools are available based on simulations that
enable the design of CPS and the V&V process although their integration poses a
great interoperability challenge. A solution is an open-source software environment
for modelling and simulation based on an open standard language and sandbox [6].
A competition on software verification requires a thorough comparative assessment
of every autonomous software verifier to guarantee effectiveness and efficiency [7].
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2.2 Artificial Intelligence

A controller based on a neural network controls actions in an autonomous robot based
on the analyses of LIDAR images. This method is verified from a safety perspective
via a finite-state abstraction [8]. The manual software graphics verification of display
dashboards with multiple static and dynamic objects is a time-consuming task that
generates additional errors. A method that detects graphics symbols from complex
synthetic backgrounds verifies graphics symbols and alphanumeric objects following
software requirements based on deep learning [9]. Developers and users of an Al and
machine learning system are provided with a multisource Al scorecard table for a
standard V&V checklist [10]. V&V approaches that assess the navigation algorithms
of autonomous surface ships are based on simulations with limited scenarios that are
developed manually. A testing approach combines the training of neural networks
based on reinforcement learning to choose challenging scenarios for the autonomous
system [11].

2.3 Safety Critical

There is a growing demand for new functionality in safety—critical systems based
on technology. This fast incorporation of commercial software and hardware brings
additional risks with the increment of life-threatening vulnerabilities. A framework
for the development of safety—critical systems consists of traditional methods and
includes a development process that documents the requirements of the different
systems [12]. The design and regulation of fire performance models in buildings
and transport infrastructure have generated a growing development and application
of fire simulation and models. The V&V for computational fluid dynamics models
for fire safety models cover the estimates of errors within a design based on perfor-
mance and different fire scenarios [13]. The formal V&V of industrial safety—crit-
ical applications such as signalling requires the definition of the verification rules
based on the formulation of a large number of mathematical assumptions. A genetic
programming and mutation-based validation technique support the development of
verification rules to establish the validity and completeness of these assumptions
[14].

2.4 Systems Engineering

The design of system of Systems poses challenges due to the current and independent
application of (1) large brute-force tests that are very limited in the conditions range
they can simulate and (2) simplistic models for formal V&V that do not reflect reality.
A simulation model framework of system of systems for V&V integrates formal
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analytic and simulation verification methods [15]. The development and operation
of virtualised control in Industry 4.0 systems can be used as a tool for the V&V system
life cycle or the creation of a comprehensive digital model of the system. However,
in practice, a digital twin built entirely from a digital technology often does not
operate well due to the lack of a formal description or incomplete synchronisation
between the continuous-time nature in the real system and the discrete behaviour of
the computer model [16].

2.5 |Internet of Things

Introducing the Internet of Things (IoT) in Industry 4.0 may originate novel acci-
dents and hazards due to the enablement of remote operations and the operation
of low power and low bandwidth devices. The expansion of IoT environments in
cloud computing also requires scalable V&V techniques for large IoT safety—critical
systems. Software engineering for the IoT needs a software development life cycle
and support safety and quality control with assurance actions on environments that
must contain privacy and safety at all network, processing and storage levels [17].

2.6 Autonomous Cars

The process of V&V of automated vehicles requires a safe operation in random
complex and infinite-dimensional domains. An analysis of the critically of a system
maps an infinite-dimensional domain onto a finite and manageable set of artefacts
[18]. Image-assisted driving technology is part of collision avoidance systems. A 3D
engine simulator uses specific data sets to test and verify various classic algorithms
of vision-based recognition, identification and ranging [19].

2.7 Blockchain and Smart Contracts

The migration from a centralised information system to a blockchain information
system requires a method for users to verify it. An efficient pre-verification data model
for electronic documents in blockchain trading is based on an integrated verification
method [20]. Furthermore, the V&V of smart contracts presents issues that consist
of the shared understandings and intentions of the parties, the software code and a
natural language contract [21].
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2.8 Robots

The consequences of robotic failures in citizens, businesses, insurance and certi-
fication companies require manufacturers and software developers to confirm that
the most critical sections of the software code are reliable and error free with a
formal V&V certification [22]. The V&V in robotics must consider the coexistence
of different models and the completeness of each other, including the telecommuni-
cation and middleware layers. In addition, V&V of Al in robotics must also integrate
human presence and interaction as part of the process. The standardisation of COTS
components and interfaces within software intensive systems whilst still complying
with international standards imposes large requirements within the V&V process
and highlights the challenges of robotics and the new space age [23].

2.9 Images

Photos are used as evident material in news reporting; therefore, manipulated or
tampered pictures generate misinformation which is a lack of trust in journalism. The
image verification industry must balance forensic automation and human experience
to protect the audience from inaccurate information propagation [24].

3 Verification and Validation Model

The project information model is modelled as an N-dimensional universe of Z data
elements in which every item is different from the others. The universe from which
the PIM is generated is defined as a relation V formed of a set of Z N-tuples, V =
{uy, uy, ... uz}, where up = (po1, poz --- pon) is data item, o and p are the N different
data attribute values fori = 1, 2, ..., Z. The crucial idea within this proposed method
is that data are defined as D;(m(t), 5) in which:

e m(t) is a variable M-dimension vector with 1 < M < N where items are included
or removed based on data analytics;

e ¢ is the validation and verification phase where ¢ where ¢ > 0;

® s is the value of the data D at time ¢.

The proposed PIM method applies a ranked algorithm where data stakeholders
validate and verify data. This process adds quality as it authenticates data or provides
additional data analytics services. The method of validation and verification, VV 4,
is defined as:

e Rowstakeholders(1,...,aq, ... A) provide the data validation service: this A method
approves the data stored in the smart contract as authentic;
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Column stakeholders (/, ..., b, ... B) provide the data verification service: this B
method includes data analytics that adds value to the information.

Data value s of D((n(t), s) at a time or phase 7 is defined as:

B A
S=Zb2*2a (1)

Each row a performs as a data checker that approves the introduced data into the

marketplace by a stakeholder. On the other hand, each column b analysis the data
in terms of filtering, aggregation and refining that satisfies the different information
needs from external or internal clients and customers. In another word, the more
rows A the more authentic the data are and the more columns B, the more valuable
(Fig. 1). The practical application of the proposed V&V method consists of a service
model based on bronze, silver and gold verification:

Bronze verification certifies the data are genuine and authentic and inserts it into
the private ethereum blockchain via a smart contract;

Silver verification introduces additional data analysis. This layer extracts the
main topics via natural language processing (NLP) and artificial intelligence (Al)
algorithms from the bronze verification;

Gold verification purpose is to evaluate the sentiment and the content classification
of text stored in the silver validation via Al and NLP.
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Fig. 1 Data marketplace model
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4 Experimental Results

4.1 Project

The proposed V&V for a project information model has been validated in University
College London (UCL), Real Estates PEARL Project. Person Environment Activity
Research Laboratory (PEARL) is the UCL’s first in-use building with a net-zero
carbon balance. PEARL was designed as an urban prototype laboratory to generate
large size environments that test how people use infrastructure and cities. The ‘Digi-
talDisruption’ consortium at UCL was established to pilot new technologies in live
situations including the testing of PIM platforms to capture critical information about
the construction project. PEARL has been selected as a laboratory for safety, creating
an ideal opportunity to model fire safety and other statutory data via a stage gateway
method for project management.

4.2 Technology

The PIM Web page acquires information from the project stakeholders via a Web page
where information is transmitted with HTTPS protocols and information stored in a
SQL database (Fig. 2). The proposed V&V model stores the retrieved information in
the blockchain. The V&V method is implemented using Geth Ethereum and the smart
contract using solidity. The backend server runs on Linux with Java maven where
the embedded blockchain and smart contracts are managed by the web3j library.

The NLP is outsourced to the Google Cloud Services API based on three services
(Table 1):

1.  Entity analysis provides a salience score for known concepts such as a person,
an organisation, or location entities. The salience score provides information

UCL PEARL Internet University College London
Stakeholder Intranet Private Blockchain

HTTPS Java Server " >
Web Page [ sQL - Ethereum miner User 1

P

User 2 |«-¢—| User N

Fig. 2 Project information model architecture
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Table 1 NLP Google Cloud Services

Text

‘A fire broke out in the 24-floor Grenfell Tower on the June 14th, 2017.
72 deaths were caused by the fire; this number includes two victims who
died in hospital at a later day. This fire is considered the worst UK
residential fire since the Second World War and deadliest structural fire
in the United Kingdom since the 1988 Piper Alpha disaster’

Salience

Fire: 0.58, Victims: 0.12, Grenfell Tower: 0.09, Deaths: 0.05

Score and magnitude

—0.5and 1.7

Category

Sensitive subjects: 72%

Text

‘Grenfell Tower was placed within a council housing complex in North
Kensington; specifically, it was part of the Lancaster West Estate.
Clifford Wearden and Associates designed the 24-floor tower block in
1967 following the Brutalist style of the generation. Its construction was
approved by the Kensington and Chelsea London Borough Council in
1970

Salience

Part: 0.25, Tower Blocl: 0.24, Lancaster West Estate: 0.20

Score and magnitude

0.0 and 0.0

Category

Arts and entertainment/visual art and design/architecture: 70%
Real estate: 59%

Text

‘A new regulatory framework is proposed by the Hackitt review that
recommends the encouragement of genuine system transformation for
the creation of a simpler and more effective process to drive building
safety, provision of stronger oversight of duty holders based on
incentives for the right behaviours’

Salience

Review: 0.26, Hackitt: 0.18, System transformation: 0.15

Score and magnitude

0.3 and 0.3

Category

Law and government/legal: 50%

about the importance of the entity within the entire document text from 0.0 as
less salient to 1.0 as highly salient.

2. Sentiment analysis determines the overall positive or negative attitude expressed
within a document. Sentiment is composed by:

e Score (S): the normalised value of the sentiment ranges between -1.0 for nega-
tive sentiment and +1.0 for positive sentiment. Score corresponds to the overall
emotional learning;

e Magnitude (M):

the unnormalised value between 0.0 and +oco represents the

overall strength of the positive or negative emotion. Magnitude is generally
proportional to the length of the document.

3. Category analysis clusters the document into a list of content categories.
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4.3 Verification and Validation

The purpose of the experimental results is the confirmation of the V&V proof of
concept for the proposed PIM. Every time there is either a validation or verification
phase as a consequence of an increment of ¢, two smart contract transactions are
generated:

e Data Analysis (DA): generated by the Al and NLP algorithms that perform data
analytics;
e Data Value (DV): represents the value s of the V&V phase.

The proposed V&V PIM has analysed and stored meeting minutes at various stage
gateways. Table 2 shows the different values for the V&V PIM from NLP Google
Cloud Services.

Table 3 defines the smart contract variables for the V&V process.
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Table 2 V&V PIM NLP Google Cloud Services

Gateway

Gate 2—Stage 1—Phase 1

Salience

Design responsibility matrix: 0.065, Project team: 0.030
Project: 0.028, Project procedures document: 0.023

Score and magnitude

0.0 and 4.2

Category Business and industrial: 50%
Construction and maintenance: 50%
Gateway Gate 2—Stage 2—Phase 2
Salience Stages: 0.072, Option: 0.049, UCL Centre for transport studies: 0.035,

Stage: 0.033, Project: 0.031, Principal designer: 0.027

Score and magnitude

0.0 and 9.4

Category Real estate: 76%
Business and industrial: 62%
Construction and maintenance: 62%
Gateway Gate 2—Stage 2—Phase 3
Salience Option: 0.049, Stage: 0.033, Project: 0.031, UCL Centre for transport

studies: 0.028, Principal designer: 0.028

Score and Magnitude

0.0and 9.9

Category Real estate: 76%
Business and industrial: 62%
Construction and maintenance: 62%
Gateway Gate 3—Stage 3—Phase 1
Salience Design update architectural: 0.1286, Signage: 0.0413, Designs: 0.0312,

Stage: 0.0285, Risk management register: 0.0245

Score and magnitude

0.0 and 16.4

Category Business and industrial: 53%
Business services: 53%
Construction and maintenance: 50%
Gateway Gate 4—Stage 4—Phase 1
Salience Government guidelines: 0.025, Extension: 0.0219, Stairs: 0.0213, Fire

rating: 0.0213, Health and Safety: 0.0176, UCL: 0.0174

Score and magnitude

0.0and 17.3

Category

Business and industrial: 50%
Construction and maintenance: 50%

Table 3 Smart contract variables

Variable

Value

Account address

0 x a35b5e29e84161c9aa75d519dd8f947f7e8e9eeca

Contract address

0 x 19dele2653a9bcf8ae305¢71e7b75¢484e9¢7a67

Gas limit

22,000,000,000

Gas price

21,000
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4.4 Row Validation

The various row validations phases approve the data extracted from the different
project gateways and confirm its authenticity. Table 4 represents the average figures
for the five different simulations with experimental for the data analysis (DA) and
data value (DV) with their respective transaction fees, gas price and mining time.

The results from the row validation confirm the general blockchain equation where
the transaction fee (GWEI) equals the multiplication of the gas limit by the gas price
(Table 4). Data value (DV) has a lower transaction fee, or it is less expensive to mine,
with a more reduced time than the data analysis (DA). This is due to DA inserting a
larger block structure into the blockchain, specifically, a single array of double type
numbers instead of a single integer type number, respectively (Fig. 3). In addition,
the transaction fees and time figures do not follow a linear correlation to the volume
of data stored within the blockchain (Fig. 3).

Table 4 Row validation—blockchain and smart contracts

Validation stage | Data input | Gas price | Transaction fee | Mining time | V&V value v
(GWEI)
Initialisation N/A 2.58E+05 |5.69E—03 7.96E—04 0
1-DA 8726 3.93E+06 |8.64E—02 3.77E-03
1-DV 1 420E+04 | 9.24E—04 9.28E—04
2-DA 8726 2.91E+05 |6.40E—03 2.84E—03 2
2-DV 1 270E+04 |5.94E—04 1.07E—-03
3-DA 8726 4.92E+05 | 1.08E—02 4.83E—03 3
3-DV 1 2.70E+04 | 5.94E—04 6.25E—04
Fee Time
9.00E-02
8.00E-02 5.00E-03
7.00E-02 4.508-03
6.00E-02 400803
3.50E-03
5.00E-02
3.00E-03
4.00E-02
2.50E-03
3.00E-02
2.00E-03
2.00E-02
1.50E-03
1.00E-02
1.00E-03
0.00E+00
5.00E-04
INIT 1-DA1-DV2-DA2-DV3-DA3-DV INIT 1-DA 1-DV 2-DA 2-DV 3-DA 3-DV

Fig. 3 Row validation—transaction fee and mining time
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4.5 Column Verification

The different column validations phases apply data analytics to add value to the
information based on artificial intelligence (AI) and natural language processing
(NLP). The bronze verification introduces the extracted project gateway minutes
into smart contracts confirming its authenticity. The silver verification extracts the
salience of the bronze verification, whereas the gold verification stores the score,
magnitude and category. Table 5 represents the average figures for the five different
simulations with experimental results for the data analysis (DA) and data value (DV)
with their respective transaction fees, gas price and mining time.

The column verification also supports the transaction fee (GWEI) equation with
uniform results as row validation (Table 5). The mining time of the blocks and their
associated transaction fees rely more on the block structure instead of the volume of
information stored within the block itself (Fig. 4).

Table 5 Column verification—blockchain and smart contracts

Validation stage | Data input | Gas price | Transaction fee | Mining time | V&V value v
(GWEI)
Initialisation N/A 2.58E+05 |5.69E—03 1.07E—-03 0
1-DA 8726 3.93E+06 |8.64E—02 4.37E-03
1-DV 1 420E+04 | 9.24E—04 9.09E—04
2-DA 7790 8.91E+05 |2.39E—-02 5.05E-03 4
2-DV 1 270E+04 |5.94E—04 6.00E—04
3-DA 75 4.93E+05 | 1.08E—02 3.85E—-03 9
3-DV 1 2.70E+04 | 5.94E—04 7.03E—-04
Fee Time
9.00E-02 5:508-03
8.00E-02 5-00E-03
4.50E-03
7.00E-02
4.00E-03
6.00E-02
3.50E-03
5.00E-02
3.00E-03
4.00E-02
2.50E-03
3.00E-02 2.00E-03
2.00€-02 1.50E-03
1.00E-02 1.00E-03
0.00E+00 5.00E-04
INIT 1-DA 1-DV 2-DA 2-DV 3-DA 3-DV INIT 1-DA 1-DV 2-DA 2-DV 3-DA 3-DV

Fig. 4 Column verification—transaction fee and mining time
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5 Conclusions

This paper has presented a verification and validation algorithm for a project infor-
mation model (PIM) based on a distributed ledger technology (DLT). The proposed
algorithm is founded on a ranked procedure for the verification and validation (V&V)
of data where each V&V phase inserts a process of authenticity, data abstraction, and
analytics that adds value to the information based on artificial intelligence (AI) and
natural language processing (NLP). The proposed model has been validated in a real
application with live data: University College London Real state—PEARL Project.
The results obtained from several experiments confirm that solidity smart contracts
based on a private Ethereum blockchain successfully add value to the information
in a decentralised network. The blockchain presents a linear correlation between the
gas limit, gas price and transaction fee. The mining time and the transaction fee rely
more on the block structure instead of the volume of information stored within the
block itself.
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Automatic Synthesis of Cognitive Model m
for Revealing Economic Sectors’ Needs L
in Digital Technologies
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and Sergey Panfilov

Abstract The paper addresses the automation of cognitive modelling for decision-
making support in revealing economic sectors needs in digital technologies.
It requires to take into consideration many factors, some of which have non-
formalizable character. Some aspects do not have retrospective statistic history and
are latent. Cognitive modelling is one of the artificial intelligence (AI) methods for
describing such situations. It considers factors of enriching Al models by cogni-
tive semantics, which experts help to create. The actual practice has shown that the
process of model building can be costly and long term. An analysis of relevant big
data (BD) can help to automate the process of cognitive modelling. There are two
directions of automation: a) verification of cognitive models and b) synthesizing ones.
The author’s convergent approach based on the inverse problem-solving method and
the genetic algorithm for decision-making on the cognitive model was applied. It
helps to make the process of cognitive modelling more purposeful and stable. An
experimental test and actual practice application of the approach have shown a high
level of the models’ verifications accuracy (about 93%) but a low level of accuracy
of models synthesizing (about 34%). One of the reasons for such a low result lies
in the fact that representatives of economic sectors and the digital industry often use
different terminologies.
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approach + Economic sectors’ needs
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1 Introduction

The revealing economic sectors’ needs in digital technologies are expensive and take
a lot of time. There are many economic sectors, the speed of technological progress
is high, which cause companies to repeat studying the market some times a year
under different angles of vision. This process is ill-defined, and as usual, it requires
remote expert participation. Methods of statistical analysis and computer modelling
are usually applied. But statistical data and models may be mistaken, which can
give excessive risks of planning corporate product policy. It is necessary to consider
non-formalized factors, such as business and human preferences and socio-cultural
environment.

In such conditions, cognitive modelling [1] helps to represent situations at a qual-
itative level in the form of concepts (factors) and mutual influences between them.
This modelling provides an opportunity to consider the changes in the corporate
product policy and evaluate possible development scenarios.

A high barrier to determining the needs of economic sectors in digital technologies
lies in the fact that representatives of the economic sectors, on the one hand, and
the digital industry, on the other, often use different terminology. The formers use
more natural and professional industry vocabulary, whilst the latter present their
suggestions in the language of discrete representations, mathematics, digital systems,
and services.

This paper is the development of our previous works [2, 3] of assessments of
the needs of the economic sectors in digital technologies with trying using cogni-
tive modelling. It is devoted to automatically creating cognitive models using deep
learning and analysis of big data (BD). The paper takes into consideration the
difference between terminologies of economic sectors’ consumers and developers
of digital technologies.

2 Terminological Gap

The terminology of the digital sector of the economy differs from the terminology of
other sectors of the economy. For example, the livestock industry uses a vocabulary
from which the need for digital technology is challenging to identify. The verbal
context of the livestock industry is dictated, for example, by terms related to the
consumption of drinking milk. Export success is influenced by quality criteria, lead
times, and product freshness. The weakening of selection and genetic activity leads
to the displacement of pedigree products, their replacement with foreign genetic
resources, the cost of which is constantly growing. In this example, the use of digital
technologies is indirectly fixed in the following terminology:

e breeding history of animals is lost on import,
e there are no world generalizations of works in the field of genetics,
e forms of breeding certificates are different in different countries, etc.
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In the digital economy, the terminology is different. A digital platform creates
good conditions for communication, integrates end-to-end digital technologies, and
provides digital services. The digital platform is a set of digital services that facil-
itate interaction between different users over the Internet. The digital platform, for
example, provides

exchange of values between participants,
conducting transactions that fix a sale of goods,
e processing of information about the conclusion of agreements, etc.

As the thematic fields of the livestock and digital industries are very different,
the question arises of building a terminological bridge between the sectors of the
economy.

3 Existing Approaches

The market environment analysis is usually carried out by referring to Websites, inter-
viewing experts, etc. For example, in work [4], the industry’s need for a particular
product is characterized by market demand and potential. In [5], events are recorded
that may affect the needs analysis results: market size, competition, inflation, regu-
lation, social change, etc. The market is segmented. The quality functions deploy-
ment method helps represents market segments by requirements’ characteristics [6,
Sect. 2.5].

The analytical system [7] provides an opportunity to compare the availability of
joint research in different subject areas. So, upon request to an array of about 230
economic journals (the first quartile, Q1), this system showed a complete lack of
intersection of scientific works in creating decision support systems and the agro-
industrial sector.

Given the impossibility of a complete and formalized description of the needs for
a particular product or service, new marketing methods are increasingly using social
and psychological techniques. In this regard, the concept of cognitive marketing
appeared. Significant in this approach is the attempt to build appropriate consump-
tion standards. However, this approach is still poorly formalized and do not have
automation tools.

Such an analysis demonstrates the development of existing approaches to
researching market needs by combining traditional marketing methods and digital
technologies, including procedures for analyzing big data and Al It has to be taken
into account that the context that reflects the need of each industry for digital
technologies is predominantly cognitive, latent, and indirect. Therefore, cognitive
modelling helps to formalize marketing processes, and its high labour intensity
requires automation.
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4 Automating of Cognitive Modelling

Cognitive modelling helps to support decision-making when qualitative concepts
(factors) are more important than quantitative ones. It uses qualitative factors and
relations between ones. The nodes represent factors, and arrows — relations between
them. Cognitive models can be built semi-automatically and by experts. For example,
fuzzy cognitive map (FCM) approaches combine elements of fuzzy logic and neural
networks. This approach has been orienting on automatically creating FCM [8, 9].

The retrospective information helps to automate the models’ building by mapping
cognitive models’ factors on the relevant subsets of BD. But it helps only to verify
cognitive models which experts make. The use of deep learning of the neural network
with long short-term memory method was suggested for automating cognitive
modelling for emergencies, but this idea was not tested [3].

This work used an array of about 200,000 relevant documents (news, article, etc.)
from electronic media for each vertex of the cognitive model for training a deep neural
network. The trained neural network was used to classify media documents based on
cognitive model factors. Using a neural network made it possible to eliminate from
the sequence of constructing a cognitive model the procedures for formulating search
queries and referring to BD for these queries. The process of collecting, processing,
and presenting data included the following stages:

Determination of the boundaries of information search, selection of sites.
The choice of the format of interaction with the data of sites on the Internet.
Collecting the full news stream.

Processing the collected data (classifying documents using a neural network).

L e

At stage (1), the criteria related to the required group of Internet sources, the data
from which are subject to analysis, are determined: a segment or a group of Internet
segments, the depth of the retrospective of the analyzed data, etc.

Atstage (2), the interaction format with Internet data is determined under the estab-
lished boundaries of information retrieval. The interaction format is implemented in
an automated mode using the search capabilities of modern Internet aggregators.

At stage (3), the news flow was collected from selected sites related to a given
topic (for example, the “agriculture” industry). At the moment, the created sample
of sites includes:

e digital news sources (habrahabr.ru; cnews.ru; computer-ra.ru, etc.),
e federal and regional media (vesti.ru; newsru.com; regions.ru, etc.),
e unique sources of industry (industrialnews.ru; agbz.ru; agri-news.ru, etc.).

At stage (4), an automatic classification of media documents was performed
according to the features of specific vertices of the cognitive model. In the future,
each class of documents is processed with an analysis of their text content.

Several experiments have been conducted using recurrent neural network (RNN)
and convolutional neural network (CNN). For the CNN, an approach with word
coding helped to classify texts. A vector of fixed length was associated with each
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word, then a matrix of vectors was fed to the CNN input. The method for translating
a word into a fixed length vector was Google’s Word2Vec technology. The imple-
mentation of neural networks was made using the Python 3.7 programming language
and the Keras library in conjunction with the TensorFlow framework. The algorithm
of classification of the input stream from media sources used the following factors
of the cognitive model:

“Compliance with the world’s best solutions (innovativeness)”,
“Prospects for the commercialization of new technologies”,
“Breakthrough nature of technical solutions (export-oriented)”.

The size of the training samples for the above factors was 8000, 12,000, and
5600 documents, respectively. The test sample size was 100,000 media documents
in Russian for the period from the beginning of 2021.

Testing was performed under various conditions determined by the maximum
number of words in the test document (200 or 500) and the maximum number of
words in the encoding dictionaries (2000; 5000; 7000). The number of learning
epochs for each neural network was at most 20. Classification results were estimated
using the “accuracy” metric, i.e. the proportion of correctly classified documents to
their total number was counted. Figures 1 and 2 show examples of using RNN and
CNN in different conditions. The “accuracy” parameter reflects the value of the clas-
sification accuracy function: “val_accuracy”—classification accuracy at the training
stage, “accuracy”’—during testing. The number of learning epochs is represented on
the graphs by the “epochs” parameter.

The reason for the low-quality level of classification is:

e prominent intersection of documents corresponding to different factors,
e difference in professional terminology in the economic sectors,
e need to solve the inverse problem with inclusion of a person in process.
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Fig. 1 Plots of “accuracy” distribution for RNN for 20 learning epochs: a the maximum number
of words in a document—>500 and vocabulary size—2000 words; b the maximum number of words
in a document is 200, and the size of the vocabulary is 5000 words
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The well-known linguistic methods can help to eliminate terminological causes,
but refusal to include a person in the process of solving the inverse problem can go
along the path of developing strategies for solving such problems.

5 Quasi-solution of Inverse Problem

The quasi-solution of the inverse problem on a cognitive model was developed by
using a genetic algorithm. Experiments have shown that the inverse problem solutions
become unstable even to small perturbations of the control action.

A 2-level regularization was applied to increase the stability of the inverse
problem-solving. It helped analyze the neighbourhood of optimal solutions at the
first level and improve the quality function by including additional components that
directly depend on the control action at the second level. The quality functional of
solving an inverse problem on a cognitive graph can be represented as follows:

1 N
flw) =537 \z/Zm(j) — X; (. ) )

J=1

where N is the number of steps in modelling the direct problem, j—is the step in
modelling the direct problem, i—is the index of the target factor, 7; (j)—is the target
value of the target factor i at the step j of modelling the direct problem, X; (uy, j)—
is the calculated value of the target factor i at the step of modelling j of the direct
problem, u;—is the value of the control action k for which the quality functional is
calculated. Usually, in cognitive modelling, the control action u; is an impulse of a
certain magnitude.
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The range of possible values of the control action uy, and the number of control
factors in the model determines the search space on which the solution of the inverse
problem is carried out. Various values of the control actions u; are analyzed during
optimization due to functional (1), whilst the optimization task is to determine such
a control value uy, at which this functional will take a minimum value, which corre-
sponds to the minimum discrepancy between the target values and the calculated
ones.

A feature of evolutionary optimization methods is the appearance in the compo-
sition of the populations of many specimens of decisions corresponding to close
to optimal values of the quality function. In the usual classical practice, the re-
calculation of the functional (1) values for the known values of u; is not performed.
At the same time, there is a high probability of obtaining unstable solutions. It is
proposed to repeat the calculation of functional (1) to eliminate these solutions for the
previously calculated values of u;. It is also proposed to apply an additional random
control action from the range determined by the required stability characteristics of
the solution of the inverse problem to the previously analyzed values of the control
actions uy, as a regularizer. In this case, the quality functional (1) calculated for
the control action u; is averaged over all the calculated points of the neighbourhood.
Thus, insufficiently stable solutions will have the worst averaged values of the quality
functional (1) in the vicinity of the control u;, even if the functional (1) is minimal
directly at the point u;. Parameters of the optimization algorithm (for example, the
parameters of the elitism operator and the selection operator) determined the number
of solutions calculations in the neighbourhood.

The quality functional (1) does not analyze the direct values of the control actions;
accordingly, in the case of the same values (1) for the edge values of uy, the result
of the algorithm is unpredictable. An introduction of an additional regularization
coefficient into the functional (1) eliminated this limitation. Then, the functional will
have the following form:

N

1
fy =~ \2/2<T,-(j>—x,~<uk+e,j)>2 +6> (W) @
j=1 i l

where e—is a random control action from the range determined by the required
stability characteristics of the solution to the inverse problem. As a rule, |g;| <
|uf( , 6—is the control action regularization coefficient, is determined experimentally,
|—are the indices control factors of the cognitive model.

The proposed approach to solving the inverse problem makes it possible to reduce
human participation at intermediate stages (populations) of the genetic algorithm
execution. The decision-maker only evaluates the final decision. And if this solution
does not suit him, the genetic algorithm can offer another way to achieve the given
goal of solving the problem.
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6 Practical Advantage

The practical advantage of applying the suggested approach consists of increasing
the competitiveness of products and services in domestic and global markets, raising
labour productivity by implementing information technology and Al, purposeful
formation of digital value chains, and developing the interaction of different
industries.

The unique convergent automation of research of a rather complex segmented
market helps to accelerate to revealing economic sectors’ needs crucially. Our paper
[2] represents the process of assessments of the needs of the economic sectors in
digital technologies without using neural networks, which already showed positive
results in actual practice.

7 Limitations and Discussion

The limitations of the work are seen in the impossibility of automatically taking
into account the non-formalizable and uncaused cognitive semantics of AI models.
They show the direction of the scientific discussion issues in the future. The group of
experts can represent such semantics. The paper describes the approach with mapping
factors of Al models to big data and applying the inverse problem-solving method
with genetic algorithm. It helps to take into consideration the cognitive semantics and
make the decision-making process more purposeful and sustainable. Some results
can be seen in [10].

8 Conclusion

The results of this work allow us to draw the following conclusions:

e it was possible to ensure the value of the accuracy of the classification of factors
for the cognitive model using both RNN and CNN only 34%,

e the objective reason for the relatively low level of the classification quality is the
need to solve the inverse problem, which requires the inclusion of a person in the
solution process who must make intermediate estimates,

e the reason for the relatively low quality of the results of the classification of factors
using neural networks was also the prominent intersection of articles (duplica-
tion) corresponding to different factors of the model, as well as the difference in
professional terminology in the sectors of the economy.

The main options for improving the quality of classification of factors for the
automatic construction of a cognitive model are as follow:
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identification of factors of the cognitive model by both mapping them to big data
and neural networks,

development of a mechanism for eliminating overlapping data in training samples,
creating the linguistic bridge between digital and different economic sectors
terminologies,

modification of the algorithm for solving the inverse problem with the connection
of a person only to assess the final results of the solution.

In our opinion, this study will have a crucial impact on developing marketing

technologies in the long run by making them more accurate, purposeful, and cheap.
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Prototype Based on a LoRaWAN )
Network for Storing Multivariable Data, L
Oriented to Agriculture with Limited

Resources

Steven Castro, Jhonattan Ifacasha, Gustavo Mesias, and William Onate

Abstract Due to the advancement in information digitization in the agricultural
area that has resulted in processes which are more intelligent and independent of
precision agriculture, having as objective the verification, quantification, calculation,
processing, and storage of variables immersed in the agricultural area, the present
work shows a LoRa sensors network system, with visualization in a cloud envi-
ronment through The Things Network and data analysis in an [oT platform called
ThingSpeak. The objective of the use of sensors in precision agriculture (PA) is to
measure the different environmental parameters (e.g., temperature, humidity, soil pH
value), which are sent through aLoRaWAN gateway that receives the variables sensed
by the final nodes and in turn incorporates a specialized node based on artificial vision
to obtain the vegetation index. In addition, a comparison with a commercial data-
logger is carried out, achieving an average error of 3.67% in the measured variables
and a cost 17 times smaller in the design of the proposed system.

Keywords LoRaWAN - TTN - ThingSpeak * Datalogger

1 Introduction

Information digitization in the agricultural area has enabled optimization of
processes, which have become individualized and intelligent, since as mentioned
in [1], these processes operate in real time, obtaining precise information about the
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cultivation areas, which are now managed by a new entity with the role change
from farmer to agro-manager. With the help of IoT (Internet of Things) devices, it
is appropriate to collect data at any instant of the agricultural production process.
These are transmitted by wireless sensor networks through the machine to machine
(M2M) support platform [2]. This is possible by incorporating different architec-
tures, which consist of IoT devices, sensor networks, edge devices, edge computing
[3], and also include cloud services for data storage, visualization, and management,
all of which has enabled the availability of automated systems, taking a step forward
and transforming it into Agriculture 4.0 [4].

From the aforementioned, technology has undoubtedly been the protagonist in the
evolution of agriculture, having as objective the verification, quantification, calcula-
tion, processing, and storage of variables immersed in the agricultural area [5], thus
that the digitized data are now available for advanced analytics at any moment and
at any place.

At present, there are different infrastructure topologies based on the require-
ments of the process, and thus, [6] proposes a structured bidirectional architecture of
IoT devices with radiofrequency communication (analog signal, digital, and pulses),
edge devices (MCU), fog devices (Gateway), and visualization in a cloud environ-
ment. A unidirectional architecture with network of sensors using LoRa and Zigbee
communication protocol is proposed in [7], for measuring temperature and humidity.

The evolution of technology and image processing techniques has contributed to
implement in agriculture vegetation indices that enable detecting and highlighting
cultivation areas among other elements present in a particular area [8]. Vegeta-
tion indices are reflectance measures of various wavelengths, which combined in
different ways enable obtaining agricultural features such as vegetation coverage,
biomass production, plant identification, and health [9]. An example of a research
work currently underway is the Normalized Difference Vegetation Index(NDVI) with
visible light and near infrared (NIR) and the Color Index of Vegetation Extraction
(CIVE) with visible spectra, such studies have shown good results [10]. However,
these methods were not used in a data collection architecture at any instant and
at any place, as well as in our particular case in which a LoRa network with low
consumption sensors is implemented, that enable measuring various variables such as
environmental temperature, soil temperature, environmental humidity, soil humidity,
atmospheric pressure, solar radiation, luminous intensity and Vegetation Index, with
the latter being a sensor with artificial vision, that captures the image within the visible
spectrum (RGB), for determining the Vegetation Index (CIVE) [11] in a cultivation
area. The data acquired are sent to a cloud data structure so that the agro-manager
performs the statistical analysis according to his/her convenience, thus contributing
to the standards demanded by Precision Agriculture ag4.0 [12].
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2 Methodology

2.1 LoRaWAN Gateway

A gateway was implemented to enable final nodes to connect to the Internet through
LoRaWAN communication, for which it used an HT-M0O dual-channel LoRa
gateway module. This gateway is based on two SX1276 chips driven by ESP32
[13], thus enabling the expansion of minimum interference communication and low
energy consumption for LoRa. The frequency of the sensor network developed in
this study was established according to the geographic location for synchronization
with the server IP, and finally, it was created a The Things Network (TTN) console
to enable the gateway by sending the ID [14].

2.2 Nodes

Each LoRa network node is composed of an ESP32 microprocessor (dual-core 32
bit The Wi-Fi Lora 32 (V2) with ESP32 and SX127 [15] enables connecting the
LoRaWAN at 915 MHz (range from 902 to 928 MHz) for the Americas region [16].
Table 1 shows the sensors connected to each node in the sensor network.

The MCCI LORAWAN LMIC TTN-ABP library (activation by personalization)
developed in the Arduino ID, enables communication between node 1, node 2, or
node 3 and the TTN page, where the following parameters were configured: network
session key, application session key, and device address, which were obtained by
TTN [17].

Algorithm 1 shows the modification of the GPIOs PIN MAPPING for configuring
the nodes in the connection with LoRa.

Table 1 Devices of the LoRaWAN sensor network

Node 1 Node 2 Node 3
Sensor Model Sensor Model Sensor Model
Soil DS18B20 | Environmental |DHT -22 | Vegetation | Camerarev 1.3
temperature (probe) temperature Index
Soil humidity | FC-28 Environmental (Artificial
humidity vision)
Atmospheric | BMP180 Solar radiation | ML8511
pressure
Luminous BH1750
intensity




248 S. Castro et al.

Algorithm 1 GPIOs PIN MAPPING Configuration

Input: nss, rxtx, rst, dio
Output: GPIOs pin mapping

1: gpio 18 < nss

2: LMIC_UNUSED_PIN < rxtx
3: gpio 14 < rst

4: gpio 26, 35, 34 < dio

Different functions and libraries were used for sending the sensed data from
the nodes to TTN, for transforming the data read in bits per frame for its further
transmission, as it is the case for the BMP180 sensor in which 3 main libraries were
used for its operation: Adafruit_Sensor, Adafruit. BME280 and SFE_BMP180, the
DS18B20 sensor, in which two main libraries were used for its operation: OneWire
and DallasTemperature, the BH1750 sensor, in which two main libraries were used
for its operation: Wire and BH1750, the FC-28 sensor used a mapping of the reading
from an analog pin, the DHT-22 sensor, in which a DHT library was used, and for
the Camera rev 1.3 sensor, it was used the OpenCv (Open Source Computer Vision)
library.

The sensed data is read using the do_sense function in the Arduino ID, and subse-
quently, these data are sent to the LoRaGateway using the do_send function, as it is
observed in Algorithm 2.

Algorithm 2 Frame for sending sensor data

Input: Humidity, temperature, uvintensity, VI 3:int shiftUV < int(uvintensity * 100)

Output: LMIC_setTxData2 payload[4] < byte(shiftUV)

1: int shiftHum <« int(Humedad * 100) payload[5] < shiftUV >> 8
payload[0] < byte(shiftHum) 4: int shiftVI < int(VI * 100)
payload[1] < shiftHum >> 8 payload[6] < byte(shiftVI)

2: int shiftTemp < int(temperatura * 100) payload[7] < shiftVI >> 8
payload[2] < byte(shiftTemp)

payload[3] < shiftTemp >> 8

2.3 Method of Vegetation Index (Sensor with Artificial
Vision)

The RGB image sensor (PiCamera) is enabled and configured in the Raspberry Pi
Zero, and the OpenCV (Open Source Computer Vision) library is used for image
analysis and treatment.

The processing initiates capturing and storing the RGB image with a size of
720 x 720 pixels of the cultivation area, from which the undesired features are
eliminated, and it highlighted the area of interest through the implementation of the
CIVE (Color Index of Vegetation Extraction) algorithm [18], whose main function
is extracting the vegetation from the image emphasizing green areas [19]. The Otsu
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Fig. 1 Steps for configuring the nodes in TTN

thresholding method was used for obtaining the binary image (Boolean matrix),
obtaining a representation with a pixel value of 1 for the white part and a value of
0 for the black part. Equation (1) was used to determine the vegetation percentage
present in the image of the cultivation area.

i
VI = 2= 000, (D
518400
The value of Vegetation Index percentage is sent from the Raspberry Pi Zero to
the analog input of the LoRa node; signal conditioning was previously performed.

2.4 Configuration of Nodes in TTN

Figure 1 shows the configuration steps carried out in the TTN application for each
node, thus establishing the communication between nodes and TTN, stressing that
each application has a similar ABP activation method. Nevertheless, the parameters
are different and designated by TTN (e.g., for node 1, the parameters designated
from TTN are: device EUI: 00 8A 2F 9E 2F 39 A7 15, application EUIL: 70 B3 D5 7E
DO 03 EE C8, and device address: 26 01 1B 8D), which were used for configuring
the ID of each node, thus establishing the aforementioned communication.

2.5 Data in Payload TTN

The data sent by the nodes were decoded in TTN cloud environment for identifi-
cation in the payload of each sensed variable. Different fields were created in this
platform for each variable, with which a key is generated by means of an API to
access a channel, where the agro-manager is in charge of managing such access, thus
achieving the writing of the sensed values in the ThingSpeak IoT service platform.
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Algorithm 3 Decoding in TTN of node 2

Input: b, port

Output: Humidity, temperature, uvIntensity
1: var Humidity = (b[0] | b[1] << 8)/100;
2: var temperature = (b[2] | b[3] << 8)/100;
3: var uvintensity = (b[4] | b[5] << 8)/100
4. return {

fieldl: Humidity + " %",

field2: temperature + " °C",

field3: uvIntensity + " mW/em?"}

Algorithm 3 shows an example corresponding to the decoding of sensed values
from node 2 in TTN and the use of fields for identifying the variables of interest.

2.6 Collaboration with ThingSpeak

For treatment and visualization of the data obtained through TTN, 3 channels were
created with the sensors used in each final node by means of a collaboration with
an IoT platform [20], which enabled collecting, saving, and making easier for the
agro-manager to perform data analytics at any instant and at any place [21].

Figure 2 shows the block diagram of the LoRaWAN network architecture devel-
oped for the measurement of the different physical variables, where the nodes
communicate with the gateway using LoRa technology, the gateway sends the
LoRaWAN frames to a cloud platform for the processing of the detected data [22].

3 Results

Data were collected in a cultivation area of 1120 [m2], as shown in Fig. 3, in which
node 1 is in charge of taking data of soil temperature (DS18B20), soil humidity (FC-
28), luminous intensity (BH1750), and atmospheric pressure (BMP180); node 2 is
designated for taking data of environmental temperature (DHT22), environmental
humidity (DHT22) and solar radiation (ML8511), and node 3 takes data of Vegetation
Index by means of artificial vision through a camera.

Due to the nonpriority time of the process, data were sent from the nodes to the
TTN platform approximately every 12 s. Table 2 shows an example of the record of
values in TTN from node 2, showing the payload in the process information fields in
hexadecimal format (environmental humidity, environmental temperature, and solar
radiation).

Afterward, the variables measured are recorded through the ThingSpeak page, and
such platform enables the agro-manager to graphically visualize data representation
at any instant and at any place, also having a record of historic data and access to
statistical tools for the corresponding analytics. Figure 4 shows two widgets as an
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Table 2 Information fields recorded in TTN from node 2

Time Counter | Port | Payload Field 1 (%) | Field 2 (°C) | Field 3 (mW/cm?2)

15:58:42 | 730 1 CC10620C2901 |43 31.7 2.97
00 00 00 00 00 00

15:58:21 | 726 1 D6 10620C 64 01 |43.1 31.7 3.56
00 00 00 00 00 00

15:58:01 | 722 1 CC10620C5DO01 |43 31.7 3.49
00 00 00 00 00 00

15:56:44 | 707 1 4E114E0CS5D 01 |44.3 31.5 3.49
00 00 00 00 00 00

15:56:19 | 702 1 BC11620C6301 |454 31.7 3.55
00 00 00 00 00 00

15:55:17 | 690 1 A2 12 A80C7D 01 | 47.7 324 3.81
00 00 00 00 00 00
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Fig. 4 Record and visualization of data of (a) environmental temperature and (b) vegetation

example, for values of environmental temperature and Vegetation Index stored in the
field by means of a dispersion graph.

The platform under consideration enabled downloading the data taken during the
field test in different formats (JSON, XML, and CSV), and thus, Table 3 shows the
average values obtained during the cultivation process.

4 Discussion

Since agriculture and livestock are located in places with low coverage, it is appro-
priate to use some type of wireless technology that enables the connection of various
sensors for precise measurement of its variables. Consequently, there are various
companies that offer modules and systems with wireless technology; however, their
implementation involves a high cost; thus, this study reveals various comparative
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Table 3 Average data collected from ThingSpeak

Node 1 Node 2 Node 3

Average Average Average

Soil temperature (°C) |22.28 Environmental 26.07 | Vegetation Index (%) |42.68
temperature (°C)

Soil humidity (%) 40.6 Environmental 39.79
humidity (%)

Luminous intensity 26,269 | Solar radiation 1.31

(Im) (mW/cm?)

Atmospheric pressure | 755.4

(mbar)

aspects between two wireless systems, one commercial and another developed in
this study. The points of interest are focused in the same area of analysis for culti-
vation, cost, refresh rate, data storage in the cloud and number of variables to be
measured.

The wireless HOBO MicroRX commercial station with IEEE 802.15.4 technology
has the low cost as parameter of interest in its description, enabling the connection
of up to five plug-and-play sensors at level of research, with these being environ-
mental temperature, soil temperature, environmental humidity, soil humidity, lumi-
nous intensity, solar radiation, and atmospheric pressure, and also enables the user to
visualize and download the stored data from the HOBOnet platform. A peculiarity
of this company is that it enables to store data at intervals from 1 s to 30 min. From
the aforementioned specifications, some issues arise regarding cost, since a wireless
technology such as the LoRaWan at the level of research considered in this case study
with the same sensed variables has an approximate cost 17 times smaller compared
to the commercial one. It should be stressed that the sensors used in the commercial
system show a lower measurement error, as specified in Table 4.

It is observed in Table 3 that the mean error values in the low-cost system might
be adjusted to minimize the error; however, the solar radiation variable shows a
larger error margin, since the commercial sensor has a larger spectral coverage of the
rays that fall upon the surface of earth, which range approximately between 300 and

Table 4 Mean percentage

Mean percentage error
error between the system P g

developed in this study and Environmental temperature (%) 4.68
the commercial system in Environmental humidity (%) 3.02
12h Soil temperature (%) 4.33
Soil humidity (%) 3.11
Atmospheric pressure (%) 2.76
Solar radiation (%) 46.09
Luminous intensity (%) 4.12
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3500 nm [23], with respect to the low-cost sensor with measures wavelengths between
280 and 390 nm. The system developed in this study presents a unique interval of
data storage every 15 s, due to the type of process on which the system was installed,
i.e., it does not require a constant data update or priority times, and this interval
may be even larger, such measured data are transmitted to a Web platform, where
the agro-manager may visualize and perform the corresponding analytics. It is also
mentioned that the system under consideration consists of alow-cost specialized node
for obtaining the Vegetation Index of the cultivation area, through artificial vision, and
finally, it is important to mention that the line of sight of the LoRaWan technology is
larger than the technology in the commercial system and unquestionable the easiness
of implementation of the aforementioned two systems.

5 Conclusions

The system developed in this process fulfills satisfactorily the proposed goals, which
means that the agro-manager may manage from any place and at any moment
the variables involved in the cultivation process, which are soil temperature, soil
humidity, environmental temperature, environmental humidity, luminous intensity,
atmospheric pressure, and solar radiation. The aforementioned variables were sensed
through devices that showed an average measurement error of 3.67% with respect to
the commercial datalogger; however, a high average error was obtained in the solar
radiation variable, since the sensor only measures 3.44% of the total radiation range
that reaches Earth.

The system has features that enable adding sensing devices from different manu-
facturers and is not limited to proprietary sensors as various commercial dataloggers.
The system is also constituted by nodes that take part of the LoRa network which
are of low-cost. It is also mentioned that the precision agriculture system developed
in this paper has an additional artificial vision sensor for obtaining the Vegetation
Index. These qualities highlight even more because it was achieved an economic cost
17 times smaller compared to the commercial datalogger.
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Real-Time and Zero-Footprint Bag m
of Synthetic Syllables Algorithm L
for E-mail Spam Detection Using

Subject Line and Short Text Fields

Stanislav Selitskiy

Abstract Contemporary e-mail services have high availability expectations from
the customers and are resource-strained because of the high-volume throughput and
spam attacks. Deep machine learning architectures, which are resource hungry and
require offline processing due to the long processing times, are not accepted at the
front-line filters. On the other hand, the bulk of the incoming spam is not sophisticated
enough to bypass even the simplest algorithms. While the small fraction of the
intelligent, highly mutable spam can be detected only by the deep architectures, the
stress on them can be unloaded by the simple near real-time and near zero-footprint
algorithms such as the bag of synthetic syllables algorithm applied to the short texts
of the e-mail subject lines and other short text fields. The proposed algorithm creates
a circa 200 sparse dimensional hash or vector for each e-mail subject line that can
be compared for the cosine or Euclidean proximity distance to find similarities to
the known spammy subjects. The algorithm does not require any persistent storage,
dictionaries, additional hardware upgrades or software packages. The performance
of the algorithm is presented on the one day of the real SMTP traffic.

Keywords Spam detection + Bag of features - Short text - E-mail subject - Online
training * Proximity metrics

1 Introduction

Level of the spam e-mail traffic coming through the simple mail transfer protocol
(SMTP) [12], circa 90% before or 50% after IP filtering, makes it effectively non-
functional without filtering neither for users nor economically sound for the Internet
Service Provider (ISP) companies. The majority of the practical anti-spam solutions
rely on crowd-sourcing and, partially, expert analysis of the spam-attracting honey-
pot accounts to extract signatures from the spam message example. Such signatures
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Fig. 1 Left: Spam (bottom) to no spam (top) ratio (after IP filtering). Right: dumb (bottom) to
intelligent (top) spam ratio. 24 hours snapshot

include IP addresses, handshake and source domains, header domains, subject and
other text headers, body text, URLs, and attachments. Filtering on such signatures
is usually effective, in terms of accuracy and speed, against the non-sophisticated
spam comprising about 90% of all spam traffic Fig. 1. However, such signatures
become available only a few hours after the spam attack with unknown previously
signatures starts. Also, keeping and searching database of spam signatures require
either significant computing and storage resources on-site or paid subscription to the
spam-filtering providers.

Intelligent spammers are aware of these limitations and exploit them by running
distributed, short-lived, intense campaigns Fig. 1 right, rotating spam signatures,
monitoring the anti-spam algorithms’ effectiveness via so-called canary accounts,
and crafting unique spam messages individually tailored for each recipient. Deep
learning (DL) algorithms can detect sentiment and semantic of the intelligent spam
full-body texts [5, 24].

However, DL algorithms require significantly more resources and have longer
processing time than simpler algorithms. Although SMTP standards allow plenty of
time for a message to be delivered to the recipient, contemporary e-mail users expect
near real-time message delivery. Therefore, slow and expensive DL algorithms tend to
be used on the last line of the defence for messages with the unclear verdict. Another
indirect impact of the full-body message scan has game-theoretic consequences—
it increases the incoming spam messages’ size up to the maximal limits because
spammers try to overwhelm spam filters. Therefore, for employing full-body analysis,
ISP should be prepared resource-wise to handle the shifting traffic’s structure and
volume.

The behavioural-based algorithms use the simplified feature space proximity anal-
ysis for the subject line and other short text headers to fill the apparent gap between
the static signature-based algorithms and the DL full-body semantic and sentiment
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analysis algorithms. Bag of words’ algorithms are a popular choice for such anal-
ysis [25]. They use from the few hundred to few thousand-dimensional spaces of
the frequency vocabularies and various distance and class boundary algorithms such
as cosine and Euclidean distances, or support vector machines (SVM) and artifi-
cial neural networks (ANN) regression algorithms. However, bag of words models
require text pre-processing and database infrastructure that consume time and hard-
ware resources.

The presented bag of synthetic syllables (BoSS) algorithm is self-contained, has
a straightforward fast-computing logic, does not require any external resources and
introduces minimal CPU or memory-wise overhead. The BoSS algorithm can be
viewed as related to n-gram algorithms with custom 2-gram and 1-gram mix that
creates enough dimensional space to handle short texts, still maintaining low pro-
cessing requirements to find morphological or stochastic variation neighbourhoods
[2, 23].

Machine learning concepts have been efficiently used for detection of abnormal
patterns [14, 15] and estimation of brain development [8—10, 17, 22], trauma sever-
ity estimation [6, 21] and survival prediction [18, 19, 21], collision avoidance at
Heathrow [20], and early detection of bone pathologies [1, 7].

The paper is organized as follows. Section 2 describes the BoSS algorithm in
detail. Section 3 describes the experimental setting and results. Section 4 draws
practical conclusions from the results and states directions of the research of not yet
answered questions.

2 Bag of Synthetic Syllables Algorithm

The algorithm expects the English character set American Standard Code for Infor-
mation Interchange (ASCII) string of the 1 kB length (though precise Internet mes-
sage header size is 988 symbols [16]). Any symbol or symbol sequence that does not
belong to ‘a’-to-‘z’ or ‘A’-to-‘Z’ intervals is considered as between the words delim-
iters. Interval ‘A’-to-‘Z’ is converted to the lower case ‘a’-to-‘z’. Out of the 26 sym-
bols, 6 (‘a’, ‘i’, ‘u’, ‘e’, ‘0’, ‘y’) are considered vowels, and the rest 20—consonants.
Synthetic syllables are constructed in the Japanese morae style -2-symbol syllables
start with a consonant followed by a vowel. If two vowels follow each other, then two
1-symbol vowel ‘syllables’ are created. If two consonants follow each other, then
one 1-symbol consonant ‘syllable’ is created.

This synthetic syllabification schema differs from the native English or other lan-
guages with alphabetic writing systems texts on which this algorithm may be applied
to. For example, the single syllable word ‘tree’ under this schema will be broken into
three synthetic syllables: ‘t’, ‘re’ and ‘e’. Such an approach allows keeping controlled
compact dimensionality of the feature space and fast mapping into it.

The input short text string then can be represented in the 20 x 7 + 6 = 146 dimen-
sional space Spiss C ['46 = span(s; . ..Si46), Where s; is a basis syllable vector.
Similarly, it can be interpreted as a 146 bin syllable frequency histogram.
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Algorithm 1 The Bag of Synthetic Syllables hash building function

Input: Short text string buffer str

Parameters: BoSS hash length bss_len = 189, high (consonant) register lengths
hreg-len = 27

Output: BoSS hash

1: memset(hash,‘0’, bss_len)
2: str «— tolower(str)
3: state < ‘out of syllable’
4: for all symbols sq, i € {1,...|str|} do
5. if state = ‘out of syllable’ then
6: if s; € {a,...z} then
7 if s; € v=1{a,i,u,e,0,y} then
8: hreg < j, where v; = s;,
9: jed{l,...6}
10: + + hash[hreg * hreg_len]
11: state < ‘out of syllable’
12: else
13: lreg «— s; —‘a’
14: state < ‘in syllable’
15: end if
16: end if
17:  else
18: if s; € {a,...z} then
19: if s; € v=1{a,i,u,e,0,y} then
20: hreg < j, where v; = s;
21: + + hash|hreg x hreg_len + lreg]
22: state «— ‘out of syllable’
23: else
24: + + hashllreg]
25: lreg «— s; —‘a’
26: state < ‘in syllable’
27: end if
28: else
29: + + hash|lreg]
30: state < ‘out of syllable’
31: end if
32:  end if
33:  if state = ‘in syllable’ then
34: + + hashlireg)
35:  end if
36: end for

37: return hash

For easiness of computation and visualization (sacrificing a bit of storage space),
the short text is also can be represented in the product superspace Sgss C 127 x I’,
or a sparse hash of length 27 x 7 = 189, where each symbol is calculated as ‘0’ +
Ngyllable occurrences aNd a bin location calculated as an offset to ASCII symbol ‘a’ and
offset to the set {‘a’, ‘1, ‘u’, ‘e’, ‘0’, ‘y’} member ‘a’; see Algorithm 1.

When a new short text comes, the lexical and morphological proximity is calcu-
lated as a cosine distance cos 6:
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Vi -V
cosd = —— >1 (1)
vilHiv2 |l
and Euclidean distance d,:
de =[vi — V2l <1, 2

and compared to the chosen thresholds 7y and ¢, where vy, v, are short text vector

representations in the Sp,ss feature space; see Algorithm 2. C code implementation

is publicly available at https://github.com/Selitskiy/BoSS.
Example texts: ‘donald: sprucing up for spring’ and ‘vulindlela: sprucing up for
spring?’ produce BSS hashes:

‘0001002000 0102030120 0000000000 0000000000 1000000000 0000001000
0000000000 0100000000 0100000000 0000000010 0000000000 0000000000
0000000000 0000000010 1000000000 0000000000 0000000000 0000000000
000000000’

and:

‘0001002000 0003030120 0000000000 0000000010 0000000000 0000001000
0000010000 0100000000 0100000000 0000000010 0010000000 0000000001
0000000000 0000000000 1000000000 0000000000 0000000000 0000000000
000000000,

with 0.885808 cosine and 2.828427 Euclidean distances.

Algorithm 2 The Bag of Synthetic Syllables hash comparison function
Input: BoSS hashes: hi, hs

Parameters: BoSS hash cosine threshold ¢y, Euclidean threshold ¢,
Output: BoSS hash proximity flag

1: for all symbols s;, i € {1,...|h1|} do
2:  prod < prod + (hl; —‘0’) x (h2; — ‘0’)
3 n2i; «— n21 + (hll — ‘0’) X (h].l — 407)
4 n2s «— n2s + (h21 — ‘0’) X (h21 — 40’)
5. edist2 «— e_dist2 + (hl; — h2;)?
6: end for
7 cdist2 = prod2/(n21 X n22)
8: if c_dist2 > t3 A e_dist2 < t2 then

9:  flag =True

10: else
11:  flag = False
12: end if
13: return flag
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Messages per bin width 0.0026
Messages per bin width 0.16

Cosine distance Eucledian distance

Fig. 2 Cosine (left) and Euclidean (right) distance distribution for messages that triggered BSS
proximity verdict. 24 h snapshot

3 Experiments

Experiments were run in the live environment on the Linux Red Hat 7.8 box with
32 GB RAM and Xeon E5-2620 CPU. The BoSS subject header proximity flags
were used to generate bulk mail verdicts. Those verdicts, along with the soft SMTP
RFC (Request for Comments) standards violations, authenticity verification protocol
violations (DKIM [3], SPF [11], DMARC [13], FcRND [4]), associated DNS record
malformity, and traffic pattern artefacts verdicts (overall up to 100) were fed into
a single perceptron classifier. The classifier performed in the near real-time (4—
5 million messages per day, or 0.02 seconds per message processing ) and near-
zero footprint (additional in-memory buffer of the frequent headers of the size 1000
by 200 bytes line length) mode that does not require any additional hardware or
software enhancement of the SMTP server boxes. The classifier was trained in the
reinforcement learning style, where each estimate was used as training data for
the next time cycle. The training was done in the semi-supervised mode, in which
both crowd-sourced labels and few high-fidelity verdicts were used to form the final
training label being in the set {spam, not spam, unknown}. Hyper-parameters of
the model were set based on the expert estimate and customer feedback, balancing
acceptable false positive and false negative error rates. The processing and storage
resources constraints put a limitation on the results collected, especially in terms of
comparison with other possible algorithms.
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Ratio
Ratio

Time j ‘J'; m.f.'

Fig. 3 Proportion of the messages (spam on the left, non-spam on the right) with BoSS spam
proximity verdicts (top), and without BoSS spam proximity verdicts (bottom). 24 h snapshot

Based on the one-day traffic, it can be seen that majority (again circa 90%) of
the bulk mail subject lines is not varying (2,161,679), while 216,877 messages have
intentionally or unintentionally mutated subject lines with cosine distance in (0.87—
1.00) interval, which was used as a criterion of the subject line variational and mor-
phological proximity for the cosine distance distribution and Fig. 2 for the Euclidean
distance distribution. The threshold cosine distance 0.87 was selected from £0.05
interval based on the expert estimate and customer feedback.

BoSS proximity verdict associated with particular IP ranges, sender domains and
other source information do not necessarily mean that the messages coming from
these sources are spammy but rather indicate the incoming stream’s bulk nature. The
bulk mail can be either genuine reporting such as retail or bank statements or social
media or subscription notifications that some users may desire and are better to be
categorized as grey mail Fig. 4.

Therefore, BoSS proximity verdicts are meant to be used with other mentioned
above verdicts as input for machine learning (ML) algorithms, preferably fast and
effective shallow solutions that can utilize the lightweight BoSS approach. Never-
theless, the association of the BoSS proximity verdict with spam verdicts can be seen
on Fig. 3.
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Fig. 4 Proportion of the messages (from banks on the left, social on the right) with BoSS spam
proximity verdicts, and without BoSS spam proximity verdicts (bottom). 24 h snapshot

4 Discussion and Future Work

Bag of synthetic syllables algorithm offers a less dimensional space than typical bag
of words algorithms. However, the BoSS algorithm still has enough discriminating
power to strongly associate its verdicts with bulk spam or grey mail. Economical,
near zero-footprint use of hardware resources and fast near real-time operation allows
it to be used as the first line of defence, unloading more sophisticating but slow and
resource-demanding DL algorithms.

For future work, a multi-perceptron ML layer working with BoSS verdicts as
inputs can distinguish the bad spam verdicts from various flavours of the grey bulk
verdicts.
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An Approach for Learning Polish Braille )
Mathematical Notation by Sighted oo
Teachers Based on Liblouis Converters

Dariusz Mikulowski

Abstract Teaching mathematics to blind students is not an easy task. To read and
write formulas, the blind students use the Braille alphabet and special Braille mathe-
matical notations that are different forms in different countries. Such notation encodes
mathematical symbols and whole structure of the formula in the form of Braille point
signs. Teachers in mainstream schools usually encounter various problems while
teaching the blind to math. One of these difficulties is their lack of knowledge of
the Braille alphabet and, in particular, of Braille mathematical notation. To facilitate
their cooperation with blind students, we propose a solution by which these teachers
can learn the basics of Polish Braille mathematical notation (in short, BNM). It was
implemented as a web application and tested by four sighted users. The application
received positive feedback, although a solution must be improved and more deeply
tested.

Keywords Teaching math - Braille mathematical notation - Blind students - Math
teachers

1 Introduction

Learning maths is very problematic for visually impaired and blind students (BVI)
for several reasons. They face significant barriers in accessing mathematical literature
because they can not use the standard alphabet of the sighted people. Instead, they use
the Braille alphabet [1] with a unique code for mathematic formulas called Braille
math notation. For these reasons, reading and writing mathematical formulas by the
BVI is much slower than in the case of sighted individuals.

Another problem is the insufficient preparation of teachers who works with BVI
students. While in schools dedicated to the blind, math teachers are well-prepared
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because they also know Braille’s mathematical notation. In mainstream schools,
the situation is much worse. According to research carried out in the frame of the
Euromath project [2], it turns out that about 48 percent of math BVI teachers from
mainstream schools in Poland, Ireland and the Netherlands do not know Braille and
even Braille mathematical notation. Therefore, there is a great need to support them
in teaching mathematics they lead.

In this paper, we propose a solution that may be a step toward solving this problem.
It uses open-source converters extending the Liblouis library [3] to teach Polish
Braille math notation (BNM) [4] to sighted teachers and tutors.

The structure of the rest of this paper is as follows:

e In the next section, we will present the problem of many mathematical Braille
notations in different countries and the differences in the writing of formulas by
sighted and blind people. We will also present the existing solutions supporting
the writing and reading of formulas by the blind.

e In the next section, we will introduce a bit more about Liblouis-based converters
and present how our solution works.

o In the result section, we will describe how we have verified our solution.

e Then, in conclusion, we will give a summary of our research and plans for future
work.

2 Braille Mathematical Notations and Solutions

2.1 Braille Mathematical Notations

The Braille alphabet was invented in 1824 by the brilliant blind student of the Paris
school for the blind, Louis Braille [1]. As a part of his alphabet, he also developed the
original versions of mathematical and musical notations. However, in the following
years, the differences in the blunt development of the education of the blind in
all countries and the different conditions that prevailed in them developed many
mathematical notations are sometimes very different from each other [5]. As aresult,
the mathematical notation created in one country is incomprehensible to the blind
living in another one. This is turning out to be a big problem.

Blind people in most US states use a notation called Nemeth-Code [6]. The name
Nemeth-Code comes from its author’s name, Dr Abraham Nemeth. It was established
in 1946 and adopted as a standard by the Braille Authority of North America (BANA)
in 1952. Then it has been developed ever since. Dr Nemeth intended to make it
possible to write down formulas dealing with complicated problems of different
math branches such as algebra, geometry and even differential calculus or integrals.
A characteristic feature of this notation is that the math expression takes up arelatively
large amount of space compared to other solutions. The author’s idea was to create
a writing system that would be as similar as possible to that of the sighted.
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Another example of math Braille notation is the German notation known as Mar-
burg [7]. It was created by Helmut Epheser, Karl Britz and Frideruch Mittelsten
Scheid at the Marburg School for the Blind in 1955. This system is used in German-
speaking countries and few other places. In the following years, it has undergone
several modifications and its last update was released in 1992. Polish Braille math-
ematical notation (BNM), used in the research described in this article, was also
created based on Marburg system.

Another example of mathematical Braille notation is the English notation called
Unified English Braille (UEB) [8]. Its development was aimed at standardizing sev-
eral systems used in these countries so that blind people would not have to use several
different Braille codes. The idea behind this notation was to create a code that com-
bines three official Braille notations: literary material (English Braille), mathematical
notation (NemethCode) and computer notation (Computer Braille Code). In 1993,
this project was adopted by the International Council on English Braille (ICEB). The
originators of this unification were Dr T. V. Cranmer and Dr A. Nemeth. The inten-
tion was to create a code similar to the literary Braille used in all English-speaking
countries.

In addition to the notations mentioned above, other countries have their own
Braille mathematical notation systems. Spanish-speaking countries have their nota-
tion, the Czechs have developed their system, and the Russian-speaking countries
have also their notation.

As we mentioned above, Polish BNM notation [4] was based on the Marburg
notation. It was developed in 2002 by a consortium of all mathematics teachers from
schools for the blind in the country. Its latest version was published in 2011. This
notation, apart from a set of mathematical symbols, also includes symbols needed to
write physical dependencies and chemical formulas.

To better explain the essence of differences in these notations, we summarize this
section with a small demonstrative. For example, it will illustrate different approaches
to present formulas in different Braille mathematical notations, and we will show the
expression of the same mathematical formula in the Nemeth-Code and BNM. Let us
take the following formula:

+

6

[T
W=

Its expression in the Nemeth-Code notation is shown in Fig. 1.
In turn, the same formula in the Polish mathematical notation is shown in Fig. 2.

e o B RN T B = B =
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Fig. 1 Formula in Nemeth-Code
Fig. 2 Formula in Polish . o * o °
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As we can note, the differences in the concepts of both notations are significant.
There are symbols in each notation, i.e. the beginning of the expression, the end of the
expression, the fraction bar and others. However, they have a different arrangement
of Braille points. We can notice that in the Polish notation based on Marburg, the
brevity of the notation is emphasized, which means that certain symbols may be
omitted in some contexts. On the other hand, Nemeth-Code was supposed to be a
notation similar to the notation of sighted people. Therefore, the formula is written
in it with more characters. It is also easier to process automatically because each part
of the formula has a tagged beginning and end, and the occurrence of symbols does
not depend on their context.

Such a state of affairs means that Braille notation converters are needed to support
mathematics teaching using a computer. Moreover, they are necessary to transform
the notation of sighted people into Braille notation and vice versa. One of the most
popular converters is the Liblouis library used in our research. We will describe it in
the next section.

2.2 The Liblouis Converters

Liblouis is an openly licensed universal converter that converts various mathematical
notations into Braille and vice versa [9]. It has been implemented as a C++ library
and a set of tables and semantic files. They are then used for semantic replacement
of the symbol sequences from one notation with another. It allows for automatic
translation of mathematics from standards such as MathML [10] and LaTeX [11]
into Braille notation. Thanks to Liblouis, the reverse translation is also possible. The
Braille mathematical formulas can be translated into MathML or Latex. Liblouis
can be adapted to any Braille notation by creating an appropriate set of tables and
configuration files and implementing the library’s missing functions if needed. Such
adaptation to the use of Polish Braille mathematical notation was made as part of the
PlatMat project [12]. It was also used in the research we are describing in this paper.

The converter works by running the translation (MathML Braille) or back-
translation (Braille MathML) function. It takes the name of the configuration file
for the given Braille notation and the names of the input and output files as argu-
ments. In turn, in the configuration file, there are references to various tables and
semantic files. In these tables, the characters from the input and the corresponding
sequences of characters that should be written to output are encoded. In addition,
there are semantic rules that determine in what contexts and in which course the input
sequence is to be converted into an output sequence. The conversion is performed in
three following steps.

e In the first step, the input data is initially processed to output. At this stage, some
document elements that will be processed in the following stages are appropriately
tagged.
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e The second pass processes the document more thoroughly. The places that were
marked in the first run are replaced with the appropriate output sign sequences. At
this stage, for example, math formulas are processed using semantic rules.

e The last pass is called the edit pass. In this step, final corrections of the output
format are made, such as adding spaces before the math operators or adding Braille
page numbering, etc.

To summarize this section, we will give an example of converting a formula from
MathML format to Polish Braille mathematical notation. Let take the formula we
presented in the previous section, namely

+
6

=
W=

Its MathML representation is as follows:

<?xml version=’'1.0’ encoding='UTF-8’ standalone=’'yes’?>
<math xmlns="http://www.w3.0rg/1998/Math/MathML">
<mfrac>
<mrow>
<mfrac>
<mn>1</mn> <mn>2</mn>
</mfrac>
<mo>+</mo>
<mfrac>
<mn>1</mn> <mn>3</mn>
</mfrac>
</mrow>
<mrow>
<mn>6</mn>
</mrow>
</mfrac>

</math>

After performing the conversion from this MathML code, we will get the appropriate
ASCII string that denotes the Braille formula. It will be the following string.

;#a; +#a: 8+

where sign ; (semicolon) means the beginning of the main fraction, #a; means
small fraction (#a means 1 in the numerator) and ; means 2 in the denominator In
addition, signs #a : means small fraction % and 8 means the fraction bar of the main
fraction and < means end of the whole fraction.
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As we can note, even from this simple example, coding maths formulas in Braille
is not a trivial thing. After changing the font of the above formula representation
sequence to Braille or sending this text to a Braille printer [13, 14], we will get
the appropriate pattern of points as shown in the formula presented in Fig. 2. Using
Liblouis, there is also possible the conversion in the opposite direction. The ASCII
string denoting a Braille formula can be performed to the appropriate MathML frag-
ment.

The Liblouis library is currently used in many programs supporting the work of
the blind, such as screen readers and software for creating Braille publications, and
even in such solutions as software Braille keyboards for mobile phones.

2.3 Tools Supporting Learning Math by BVI

Considering the difficulty of learning mathematics by BVI, several tools have long
been developed to make it easier for them. As the first teaching aids for learning
mathematics for BVI, there were simple manual tools such as Nicholas Saunderson’s
algebraic board, William Taylor’s octagonal plate, or Christian Meyer’s calculator
[15]. With the advancement of technology, new opportunities have emerged. There
were developed special software that would allow the printing of Braille textbooks
containing mathematical content. These were applications such as Winbraille [16]
or Duxburry [3, 17]. Braille, Brailkom and Euler applications have been developed
in Poland [18].

Along with web technologies and applications, new solutions appeared that allow
learning mathematics using a web browser. These are such systems as Desmos [19]
or Euromath [12]. To a limited extent, BVI can also use the equation editor in MS
Word. There is also a special plugin for the NVDA screenreader [20] that translates
the Latex representation to text form. Then this text representation may be spoken
by the voice of the speech synthesizer [21].

However, to the author’s knowledge, no solution would allow mainstream schools
teachers to quickly and comfortably learn mathematical notation. As a step toward
solving this problem, we propose an application for learning Polish Braille mathe-
matical notation, which we will present briefly in the next section.

3 How It Works

As an implementation of the proposed solution, a pilot web application has been
developed. It allows learning BNM notation by sighted users (teachers, parents and
tutors of blind students).

There are two types of users of our application: student and administrator The
administrator can manage tasks, add, delete and edit tasks and put them in the appro-
priate math branch sections. We used the publication untitled Polish Braille math-
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Mgrapp Tasks Tests My solved tests Help Welcome user@gmail.coml  Logout

Task 1

Envter value presented formula in ASCII Math

sen

Show maths symbols

Fig. 3 Solving the task in web learning application

ematical physical and chemical notation [4] as the substantive content to fill the
application with tasks.

The second type of user is the student. He can solve problems by writing formulas
of different branches of mathematics. These tasks can be divided into two main types:
Braille writing tasks and Braille reading tasks. Solving the Braille reading task is
that the application displays an exemplary formula in the Braille points, as the blind
save it in BNM. The user then writes this formula in the well-known AsciiMath
notation. If the formula was written correctly, it is graphically displayed thanks to its
previous conversion from AsciiMath to MathML. The writing tasks are the reverse
process. First, the application displays the formula in a graphical form, and stores in
MathML in the user interface, and the user is asked to write the formula in Braille.
Typing involves using the f d s j k 1 keys from the regular qwerty keyboard, pressed
sequentially. These keys represent Braille dots from 1 to 6, respectively. After entering
the whole character, e.g. in the case of the letter b, pressing the Braille dots 1 and 2,
i.e. the f d keys, the user presses the separation key h. In this way, he thus completes
the entered Braille character. By continuing this process, the user can write down the
whole formula. When the task is completed, the formula is displayed in two forms,
i.e. in graphical and Braille form, and the user is informed about the correct solution
of the task. The application also has a test mode in which the user has 2 minutes to
solve each task. Figure 3 shows the process of solving the test by a user.

The administrator can perform all usual activities on tasks and math branch sec-
tions gathered in the application. He can add, delete, publish and remove them from
publication. Figure 4 shows the screen that allows adding a new task to the applica-
tion.



274 D. Mikulowski

Fig. 4 Adding a task to the

learning application C re a t e
A task

Math section name
--Select section -- W

Formula

AN

Task name

Back to Tasks list

4 Verification of OQur Solution

The web application has been pre-verified by future users. We invited four sighted
testers to evaluate our application. The application was filled with 38 tasks and two
tests. The testers were to register in the system, solve as many tasks as possible and
solve the created tests. After completing solving tasks, users were asked to comment
on the intuitiveness of the Ul and the data input mechanisms used in the application.
The testers were to express their satisfaction with the application and the method
of entering the formulas on a scale of 1-4: 1 not satisfied, 2—somewhat satisfied,
3—satisfied and 4—very satisfied. The investigation results are presented in Table 1.

After completing the tasks, all testers found that they could learn something new
in a relatively pleasant and straightforward way. They recognized that the application
has potential power, and the interface is clear and legible. They also confirmed that
the proposed manner of solving tasks is pleasant although it requires few minutes of
prior training.
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Table 1 Results of testing a training application by users

User 1 User 2 User 3 User 4
Number of solved tasks 38 38 30 22
Number of solved tests 2 2 2
Satisfaction with the app 4 4
Satisfaction with the method of] 4 4 3 3
entering formulas

5

Conclusions and Future Works

In the paper, we proposed a solution that allows sighted users to learn Polish Braille
mathematical notation. It was implemented in the form of a prototype application
and verified by four sighted users. They expressed their satisfaction with using it. We
are planning to test the application among a more significant number of users. The
application can be adapted to the needs of the blind so that also blind beginners could
use it. In addition, the use of the universal Liblouis converter makes it possible to
adapt the solution to other Braille mathematical notations such as UEB or Marburg.
Thanks to this, the solution will also be helpful for teachers in other countries.
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Low Energy Response of Spike Train )
Encoded Data Cestte

Carrie Hartley Segal

Abstract A low energy response of data encoded from a single time representation
into a temporal spike train results in a sparse non-binary digital code useful for
instantaneous or near-instantaneous communication of select messages. When an
integrated circuit senses, an analog signal is typically converted to binary digital
information. Instead, we create Markov chain data generator circuits to produce
temporal spike trains which are non-binary digital signals with varying degrees of
ergodicity or non-ergodic. We build a software emulator of a hardware non-binary
digital circuit to demonstrate efficient data transfer of information as a non-binary
digital signal. We demonstrate data reduction on streaming digital video and emulate
the hardware design of an analog to non-binary digital circuit implementation. The
ergodic non-binary digital signals achieve 100x data reduction over conventional
binary data.

Keywords VLSI - Markov chain + Spiking neural network - Low energy - Data
compression

1 Introduction

Noiseless digital circuit design is predominantly implemented using static comple-
mentary metal oxide semiconductor (CMOS) fabrication [18]. Boolean logic gates
are designed into standard cells with static timing parameters for specific fabrication
processes, which have statistically predictable behavior from intensive simulation,
fabrication, measurement, repeated multiple times. The intensive analysis means the
standard cells are taken as a ‘gold standard’ of the operating parameters for a spe-
cific process technology node (denoted by the minimum feature length available in
that process, i.e., 500, 130 or 12 nm. (Processes range from large feature sizes lum
micron through recent processes down to 2nm.)
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A binary digital circuit is built using automated tools to first translate a register
transfer level (RTL) design into an assorted collection of combinational logic assum-
ing static time and using only the cells available in that process. Then, the design will
undergo timing analysis and have additional supporting cells added, such as buffer’s
to speed up signals which need to travel a long distance. Next, sequential logic is
added to interconnect the combinational logic blocks and the entire design is checked
for timing to make sure that propagation delays from one area of the circuit will not
impact logic further downstream. Using this manner of design translation from RTL
to physical design results in a final design where the power used to transfer a signal
is disconnected from the signal information.

It is beneficial to support a disconnect between function and physical implemen-
tation, but as RTL designs grow in complexity, there is a point where the circuit is
no longer able to meet static timing requirements, and the formerly noiseless dig-
ital signals are prone to upset and timing errors. The only solution to a physically
large design that is unable to meet the timing requirements is re-design, a costly pro-
cess generally avoided. Neuromorphic integrated circuit design has these difficulties
because the designs are often mixed-signal designs with substantial portions of the
overall area dedicated to digital logic.

An alternative to this is to embrace alternate design styles which are intrinsically
connected to the physical characteristics of the process they are implemented in.
Equilibrium propagation, which equates the Kirchoff model of a circuit to the oper-
ation of a neural cell, is able to signal a response based on the overall inference of
the network as it finds a energy minimum to settle around for a learned pattern [23].
End-to-end training implementations using equilibrium propagation are aware of
the power hungry effects of analog-to-digital and digital-to-analog conversion, and
propose an energy efficient system which minimizes those components in circuit
implementations [10].

Previous work on sparse coding strategies have demonstrated their high capacity at
storing representations within small networks. [3] Neuromorphic hardware is able to
efficiently process sparse codes leading to highly efficient computation. [31] Artificial
intelligence datasets, used for training and benchmarking computational models, are
often provided in digital form and need converted back to an analog signal that is
intended to be received by a neuromorphic sensor for proper studies of how functional
a hardware algorithm could be [§]. Communication from an integrated circuit sensor,
like a dynamic vision sensor [11] or other neuromorphic sensor [17], use address-
event representation (AER) to communicate that an event occurs at a specific address
on the read-in sensor [1]. AER produces an itemized listen of channel identities and
timestamps of when events occurred [32]. Often converting the dataset into AER is
acceptable to perform behavioral studies. [6]

In some circumstances, reconstruction of the sensor data based on the digital data
in a dataset is necessary to create data for the specific experiment. In this work, an
address-event representation of data is created based on a predetermined Markov
chain. The reason for doing so is to study the effects of how an analog sensor could
encode a AER version of the image to be transmitted and decoded. These predeter-
mined Markov chains are used to construct a two-dimensional circuit which trans-
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mits a simplified yet data-rich stream of video and sensor information. This AER
stream is useful to quickly decode an information-rich scene from a vision sensor.
A prototype of how this system operates is demonstrated on the streaming video of
a computer camera. Additional experiments look at the Berkeley Driving dataset,
while converted into AER format. While any data can be converted into AER it may
be impractical to keep data in that format because in the worst case, an address and
event time must be stored for every bit in every pixel of the sensor. A way to mediate
that dilemma is to directly convert the data into a non-binary digital temporal spike
train at the sensor readout.

2 Preliminaries

The information content of a message is described using Shannon entropy H, a term
which measures how much information is produced at some rate from an information
source with symbols present with probability P = Y ", p; = 1.

n
H=—A,Y pilog, pi (1)

i=l1

The way the overall probability P is distributed across the symbols from the alpha-
bet determines the classification of Markov chain the message could come from [2].
The original applications of entropy to electronic communication were pioneered by
Bell Labs through the work of scientists [24] [7], and [19]. Continued development
on the applications and uses of entropy estimation have continued through to the
present day. Digital data compression benefits from Shannon’s noiseless coding the-
orem to deliver compression at the Shannon limit for binary data [12]. Raptor codes
for error correction allow for full data recovery from a datastream after k(1 + €)
symbols are received [25].

Shannon entropy for continuous vs discrete takes the unit of measure for a con-
tinuous signal as A, [24]. For a discrete signal, the unit of measure is equal to the
symbols used to discretize the continuous signal and is a constant A,. [12] With
analog signals, an electrical communication is a continuous function V (¢); when the
conversion is made from analog-to-digital, the selection of A, is performed [22].

Beginning with binary means the data is already discretized and the value of
Avpinary = 2 because there are two symbols in a binary alphabet [21]. That is also
dependent on any additional encodings which would only increase A, that takes place
over time 7. Those additional encodings are dependent on previously communicated
symbols, and these encoding will be limited to less than a signal converted from
analog-to-digital with a naturally higher A,. With a known Markov chain, we can
estimate the entropy using an estimator [9] and compare against the known entropy
of the Markov chain.
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2.1 Race Logic Circuits for Non-binary Digital Codes

Alternative computing based on temporal ‘race’ logic enables non-binary encoding
[28]. The state identity of a symbol can be encoded based on the transit of a single
solitary wire [13]. A system using two-wire (w = 2) encoding to indicate ‘1’ with
a wire and ‘0’ with the other wire is used for high-speed signaling in asynchronous
circuits [16]. Systems with w > 2 are theoretically proven and physically simulated
to solve classification problems [27].

Race logic is a CMOS implementation of Boolean logic that embeds the timing
and data information into a single edge or pulse. [13] A compute grid of identical
cells is configured with a 1D program broadcast across an array with the unit cells
providing alternative timing paths dependent upon the ‘program’ stored in the station-
ary computation vectors R and Q [14].! Each of the individual compute elements
operates on stationary binary input signals, and the communication signal which
propagates out the end point of the circuit is a non-binary signal which decodes to
the result of the program.

CMOS circuits to implement race logic are concerned with the measurement of
a transition 01 [26]. The physical measurement has transition probability equivalent
to a first-order binary Markov source.

Pojo Poj
P = 2
FOBMS [Puo p11i| )

For the binary source, the stationary probability vector is represented as (1 (0), i (1)),
where

1(0) = Po|1 1) = P1jo

=— ull)= —— 3)
Poj1 + P1jo poit + P1jo

The reset state is taken from the two binary options. It is the state corresponding to
the stationary distribution p(x; = 0) = w(0), or the probability that if the reset state
is 0, the probability of observing 1(0) is 1. From reset, x” represents all possible
n-bit sequences containing a single transition as a second order Markov chain from
the original first-order stationary distribution with reset. That sequence z; = 0"“1*
has a sequence of n — ¢ 0’s followed by £ 1’s. ([5])

An entropy estimation taken by sampling the output wires would need to gather
independent samples at multiple times, equal to the number of possible symbols (2
for binary), before it would be able to return accurate estimates. ([9])

A first-order non-binary Markov source, that is, simply ergodic is one that has at
minimum a non-zero probability of transition in each row. Furthermore, to establish
a baseline entropy to energy equivalence, a first-order Markov source has a B-system
ergodic if foreach p € P, = 1/x>

1 The references on race logic use P and Q . In this work, R is used instead of P to prevent confusion
with P probability.
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If the number of symbols is increased from binary to 3 or greater symbols, as
demonstrated in Fig. 1, where 3 symbols, fast , medium, and s1ow are shown as
voltage timing waveforms, the entropy cost to access the reset state increases with the
entropy of the order of the Markov chain % log n. Where n is the number of possible
symbols used by the specific implementation of the non-binary digital encoding.

The increasing entropy penalty with code length n means that for a physical
implementation of a unit cell, the energy cost to reset should grow quickly at first
with the number of unit cells. However, as the number of unit cells increases toward
larger magnitudes, the energy cost to reset the unit cells should not differ significantly.
Figure 2 demonstrates the theoretical cost of reset that is acceptable for a race logic
circuit. The solution for our circuit, to achieve closer to theoretical reset, is to move
from a 1D Race logic circuit to a 2D design based upon an original known 1D race.

A
® L
| | | | | | |
| i | i | | —
0 1 2 3 4 5 6 7
A
@]
| | | | | | |
| | | | | | |
0 1 2 3 4 5 6 7

Fig.1 Racelogic circuit with A = 3 symbols, fast, medium, slow, shown as voltage timing wave-
forms. A 1D compute grid operated on stationary program signals Q and R to configure the timing
path of an incoming spike (upper left corner) which eventually leaves the ‘race’ (octagon, lower
right corner) encoded with data and timing information corresponding to a non-binary digital signal
representative of the possible computation outcomes for Q and R
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Table 1 Markov chains for high information capacity data transfer

Markov chain

Name Description Ay
simpleThis Simply Ergodic 22
biGraphThis Simply Ergodic 16
ThisWords Simply Ergodic 16
This B-system ergodic 22
binary B-system ergodic 2

Reset Entropy of 1 channel as code length increases

e Reset Entropy

Reset Entropy

. - T T T T
4] 2000 4000 6000 8000 10000
Code Length (n)

Fig. 2 The theoretical energy (reset entropy) necessary to devote to reset, when n possible code-
words can be transmitted on 1 wire

Estart ® end

PR R Ru
u u u

Quuu

Fig. 3 a 1D race, has a single start and end point, with stationary computation signals in vectors
R and Q. b 2D race, has multiple start and end points with a stationary communication system of
a shared racetrack
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2.2 Unit Cell and Entropy

Self-resetting domino logic circuits Self-resetting domino logic is a CMOS imple-
mentation that was developed with the motivation of ‘speed up the slow signals’
instead of the conventional approach of latch-based design which has the motivation
to ‘slow down the fast signals.” [29, 30]

An atomic event gate is a self-resetting domino logic circuit for emitting a spike
event, oscillation of spike events or no event, dependent upon input A, Al. With two
input event ports A and A1 and an output event port x and an additional port x E for
the early event, this is a minimum number of inputs for arace logicunit cell u,.
When unit cells built with self-resetting domino logic are interconnected into 2D race
tracks, the resulting output is a sparse spike train that still maintains entropy close
to the original image frame or streaming series of image frames. A self-resetting
domino logic looping race track circuit is used as the basis for our experiments with
2D race tracks shown in Table 1.

3 Main Results

Race logic permits the encoding of large (A, > 2) alphabet’s upon multiple wires,
and additionally, it permits the encoding of additional symbols as phase relations
between the different wires. [15, 20]

When the communication between unit cells is handled through analog-to-(non-
binary-digital) (hardware-to-software or hardware-to-hardware) or (binary-digital)-
to-(non-binary-digital) (software-to-hardware or software-to-software), an energy-
to-entropy cell equivalence is defined as the energy and time to reset the unit cell.
The circuit designer can assume 1 pulse contains 1 ‘unit’ of information. The layer of
abstraction where energy use is a justifiable stand-in for information capacity makes
a stable starting point for building low-energy analog-to-(non-binary-digital) signals
in hardware.

The values for A, shown in Table 1 allow for generously long code words when
compared to reset entropy predicted in Fig. 2. By modifying the encoding of symbols
from our dataset to fit into a binary encoding scheme with equal weight and then
to further extend that into a non-binary encoding scheme based on rate and phase,
we are able to generate a spike train with a higher estimate of entropy and a higher
known figure of entropy when compared to binary encoding.

Having high entropy spike trains is valuable because it indicates there could be a
large amount of information present.

A non-binary communication channel can seem to accept ‘compressed’ data and
decode into a binary memory. The compressed data is just an address-event represen-
tation of the original data, from a known information source encoder and decoder pair.

To demonstrate how this works, we created an example, depicted in Fig. 4 which
starts with a streaming video and produces a list of events taken from a 2D encoding
race track.
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Representation Time, t=0to T

(a) Original movie (20 Mb)

(b Encoded output from
1D Race Logic (80 mB)

(C) Encoded output from
2D Race Logic (<1kB)

Fig. 4 The representation shown, to the left of the time series, lists the data formats the movie is
maintained in and the average size of that data in bits. a Original Movie 20 Mb. b Encoded output
from 1D Race Logic 80 mB. ¢ Encoded output from 2D race logic <1 kB

Comparing an AER representation of an image frame or a series of image frames
vs a png or a series of PNG (i.e., movie type), the AER representation is order of
magnitudes less.

3.1 Methods

To establish a phase code for the two binary symbols 0 and 1. This can be accom-
plished by receiving a driving signal on one wire and emitting an outgoing signaling
with three wires (channels) at minimum, which then signal a O by spiking in a cyclic
order from wy — wy, w; —> w,, wy —> wy as long as the ‘driving’ symbol is 0.
When the driving symbol is 1, the spikes emerge in the opposite order from the three
wires wy —> wy, Wy —> wi, w; —> wy. The relation between the single incom-
ing signal wire and the outgoing 3 wires is that the 3 output wires encode the original
signal into a non-binary digital code, which in this case, transmits 1/3 bit per event.

To estimate the spike train entropy for a non-binary digital encoding, the authors
use natural language to form the basis of a hierarchy of codes following the form of
‘phrase,” ‘word,” ‘letter,” ‘binary.” Two phrases with equivalent meaning, but different
letters are selected to start. Then, the letters for each phrase are converted to binary
representation using a balanced code with equal numbers of 1 and 0 with different
orderings to represent a letter. Each letter represents a unit cell in a 2D Race Logic
unit cell shown in Fig. 3b. The representation is only there through assignment of an
identity by the circuit designer. The figures shown below with either 2 or 32 channels
demonstrate how the estimate ‘fails’ and defaults to a maximum estimate when the
code length is less than the number of channels. (Fig. 5b) The over estimate is only
found when the driving symbol labeled info is a single character O or 1 to indicate
the direction traversed by phase code.
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(a) 10 ._ENroPY of 2 channels as code length increases, info = 0 (b) Entropy of 32 channels as code length increases, info = 0
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Fig. 5 a JVHW Mutual Information estimate of a phase code generated from a stationary Markov
Chain with binary (2) channels. The estimate ‘fails’ and defaults to a minimum estimate when the
code length is less than the number of channels used to encode the data. The ‘fail’ is not noticeable
with binary encoding. b JVHW Mutual Information estimate of a phase code generated from a
stationary Markov Chain with 32 channels. The over estimate is present with a mutual information
around 9 for short code lengths

4 Proofs and Generated Data

4.1 Theorem 1

A low-energy spike tr